





cllesystem Overview

~ Store your files here backed up daily
— Use SHOME or ~username to reference location
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Connecting to the clusters

+ Connect to OSC machines using ssh (secure shell)
— From a Linux/UNIX machine

At prompt, enter
ssh useridicakley.osc.edu

Connecting to an OSC Cluster with Graphics
ssh useridéruby.osc.edu

» Programs on the cluster can have an X-based GUI
— From a Mac: Enter ssh command in TERMINAL window
~ From Windows: ssh client software needed
+ Both commercial and free versions are available

— Display graphics on your compute
Linux/UNIX and Mac: Use -X flag
+ New: Connect using OnDemand portal (web-based)

ssh -X userid@loakley.osc.edu
Windows: Need extra software
— Both commercial and free versions are available
~ Configure your ssh client to tunnel or forward X11
@ | ovio supercomputer Center Primarily used with programs on login node
. ~ Can also use with interactive batch jobs
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< Submitting a Job and Checking Status
File Permissions

+ Command to submit a job
By default all files are readable by all users - gsub script file
Check permissions using 1s -1 * Response from PBS (example)

.oak-batch.osc.edu
= Show status of batch jobs

— gstat -a jobid
- - gstat -u username
-rwxr-xr-x User, Group, Others - gstat -£ jobid

Change file permissions using chmod

chmod usrw,g=r file

chmod -R u=rw,g=r directory




Batch System at 0SC

Compute nodes are allocated through the batch systen
— PBS - Portable Batch System

— Torque — resource manager

— Moab — scheduler

* Documentation at

www.oscAedulsugereomguun@alchgmcessu_\ggtﬂ
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Specifying Resources ina Job Script

* Nodes and cores (processors) per node
* Memory

* GPUs
~ See "Baich Processing at OSC* on OSC website
* Walltime
~ Overestimate slightly — job will be deleted f i hts imit
~ Shorter job may start sooner due to backiil
- Software licenses *
- See specific software
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Sample Batch Script Scheduling Policies and Limits

#FBS N sertal fiuent
-1 valltimemsio0:00 (i + Walltime limit
nodes=1:ppnm28 setup informati
e Umsuf g | — 168 hours for senal jobs (single node)

e Ki‘:;:r!rx:.’l‘ﬂ‘mm—i /!Thlsisgr,&nmemj — 96 hours for parallel jobs (multiple nodes)
Thn iSO sl
od $PBS_O_WORKDIR — 128 concurrently running jobs
# Copy input files to compute node e |
©p run.input STMPDIR — 2040 processor cores in use

4 $TMPDIR
Z;Rm !;:cn: and copy results back to home — 1000 jobs in the batch system, running or queued
veat 3d -g < run.input Py
< . er-group limits
CP ‘resultss’ $PBS O WORKDIR
— 192 concurrently running jobs

— 2040 processor cores in use
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Job Output

+ Screen output ends up in file job name.ojobid
— Copied to your working directory when job ends
— Example: testjob.o01234567
+ To see screen output while job is running
— gpeek jobid
— Example: gpeek 1234567
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Module Commands
* What modules do you have loaded?

module list

What modules are available?

+ How modules work ~ module spider Or module avail

= Modify environment variables like $PATH and SMANBATH Multiple versions of the same software

within your shell ipcduleavail intel :
+ Default set of modules loaded atlogin Add ::":"‘”?;e_:‘:’ie 0 your en¥ioa
3 - u

= module system, batch system (G0 RRIECRN] Remove a software package from your environment

— default compiler and MPI modules a1 lanload dntel
* Do NOT completely replace $PATH in your Load a different software version

-bash_profile or .bashrc : - module swap intel intel/13.1.3.192
+ DO prepend directories to the existi

— Type: export PATH=$HOME,

Modules for Software access

e 1 Ohio Supercomputer Center




Com be pmsdilles
g o ’
Fill ot gl oo sty
Reah  msssaze of Moy,

5“6 i
Cgun
W"WV‘A’A 0

todorc)
oo gun.
“(pplotee



