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Abstract

Ultra-High Energy (UHE) Neutrinos are an important and under explored component of

multimesseger astronomy. The Antarctic Impulsive Transient Antenna (ANITA) is a bal-

loon born discovery experiment, searching for the first neutrinos in an energy region above

Icecube’s energy band. ANITA flies over Antarctica, one of the most radio quite areas on

the planet. Anthropogenic noise however, is still an enormous problem for ANITA. We

discuss here the addition of the Tunable Universal Frontend Filter (TUFF) as a method of

filtering continuous wave (CW) noise for ANITA-IV, as well as the reintroduction of the

Hybrid, a signal polarization converter, added to offer a means of avoiding false triggers

on Satellite CW noise. We also discuss the analysis of ANITA-III data, using a binned

analysis method which, splits the ice of Antarctica into smaller regions, with the end goal

of discovering UHE neutrino candidates or setting a limit on neutrino production models.
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Chapter 1

Neutrino Astronomy

1.1 Introduction

People have always looked up. There used to be nothing good on TV, just the night sky to

stare at. All of the information that those early astronomers received about the universe

beyond our planet was coming to them through optical light. Astronomy continued this

way through the invention of the telescope and the discovery of other planets.

In the last hundred years Astronomers have started using light outside of the visible

spectrum. Radio, X-Ray and Gamma Ray observations have yielded new information about

everything from our own sun to distant galaxies. Wide-spectrum observations have allowed

detailed spectroscopy of gas in the interstellar medium. Ultra-violet light has allowed us

to make direct observations of gas ejected from stars as they evolve [2]. Observations of

the Cosmic Microwave Background have given astronomers a glimpse into the very early

universe. Countless astronomical objects not observable in the optical spectrum have been

discovered and been critical in the development of the understanding of our universe, but

most of what is coming at the earth from space is not light.

In the last fifty years scientists and experiments have begun analyzing non-

electromagnetic charged particles arriving at earth from space, also known as cosmic

rays. It is from these particles that Cosmic Ray Astronomy started to grow. These cosmic

rays offer insights into both particle physics and astronomy. Manmade particle accelerators

cannot accelerate particles even to even 1/100000th the energies of the typical particles

observed by The Pierre Auger Observatory and the Telescope Array observe [3] [4]. These
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particles offer a check on theoretical models of particle interactions at energies we have not

been able to test in laboratory settings and raise many interesting questions of their own.

Where are they coming from? What is accelerating them and how? What they are made

of?

In just the last few years, new observables such as gravitational waves and high en-

ergy neutrinos have expanded Astronomers sources of information even further. In the

last decade both IceCube and LIGO have announced the first detections of extra galactic

high energy neutrinos and gravitational waves respectively [5] [6]. The Antarctic Impulsive

Transient Antenna (ANITA) is an experiment searching for a population of ultrahigh en-

ergy neutrinos more energetic than the ones seen by IceCube that have thus far never been

observed.

1.2 Brief History of Neutrino Astronomy

Neutrino Astronomy is still a young field. The Neutrino was not even discovered until about

60 years ago, though it had been theorized since the 1930s. Neutrinos interact only very

weakly with other matter, making them very difficult to observe. In fact up until a few

years ago only two sources of Astronomical Neutrinos had ever been seen, our own Sun,

and Supernova 1987A. Now the IceCube experiment has seen a few handfuls of High energy

neutrinos as well.

1.2.1 Solar Neutrinos

The very first neutrino detector, the Homestake Solar Neutrino experiment, was a mine

experiment sensitive only to electron neutrinos of energies above ∼ 0.8 MeV. It was designed

to measure the flux of neutrinos expected from our sun’s nuclear processes [7]. It began

construction in 1965 and relied on interactions of neutrinos with 37Cl dissolved in water. The

interaction caused the production of 37Ar and an electron which was then observed [7]. The

Kamiokande-II experiment, also an underground water based neutrino detector, confirmed

the Homestake experiment’s findings [8]. Even though these experiments were in agreement,
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they were in disagreement with theoretical predictions. They were only measuring about one

third of the expected solar neutrino flux. These early measurements and their disagreement

with theory spurred interest and investment into solar neutrino experiments, and eventually

led to the understanding of neutrino oscillations that we have now. These experiments were

critical Nobel Prize winning stepping stones in the development of neutrino physics.

1.2.2 Supernova 1987A Neutrinos

The second source of astronomical neutrinos came on February 23rd 1987. When a blue

super giant star in the nearby dwarf galaxy the Large Magellanic Cloud collapsed under

its own gravity. A burst of neutrinos from SN 1987A were detected by three separate

experiments well before the light from the event reached earth. 25 neutrinos arrived and

were detected over roughly 13 seconds, as shown in Figure 1.1. About three hours later

telescopes observed the supernova’s photon emission [9].

Figure 1.1: Plot showing the 25 SN1987A neutrinos detected within 13 seconds by all three
groups [9].
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It had long been speculated that the run-away nuclear fusion that occurs during a core

collapse supernova would create an enormous flux of neutrinos. Models even relied on that

neutrino exodus as an outward force to help eject the outer shell of the star [10]. Up

until SN 1987A, the supernova neutrino flux had never been observed. This event was a

huge experimental confirmation of scientist’s understanding of at least the basics of core-

collapse supernova. There hasn’t been another supernova close enough to earth to observe a

substantial neutrino flux from since 1987, but were one to happen the number of neutrinos

observed by the numerous larger, more sensitive and currently active neutrino experiments

would dwarf SN 1987A’s 25 observed neutrinos.

1.2.3 IceCube Neutrinos

The IceCube experiment is an in-ice experiment made up of a three dimensional lattice

of optical detectors. Each optical detector is designed to detect the optical Cherenkov

radiation produced by the daughter particles of high energy neutrinos that interacted inside

Antarctica’s ice. In 2013 they announced that they had detected a pair of high energy

neutrinos. Shortly after they revealed they had seen 28 neutrino candidate events in only

two years of observing. These neutrinos had energies up to the PeV range, making them

not only the highest energy neutrinos ever detected by a wide margin, but also possibly first

ever neutrinos detected from a source not within the Milky Way, or its satellite galaxies

[11]. Since then they have seen many more neutrinos, effectively making IceCube the first

ever Neutrino Observatory looking outside our solar system. IceCube marks an important

step forward into a future of intentional extragalactic neutrino astronomy.

1.3 Why Neutrinos

Neutrinos only interact very weakly with ordinary matter. This makes them extreemly hard

to detect, because they can pass through a lot of matter before interacting. Photons and

cosmic rays do not have this issue. Given how difficult neutrinos are to detect effectively,

it is valid to ask why it is worthwhile to look for them.
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1.3.1 Neutrinos as Observables

Observations with photons have a critical problem. They suffer attenuation from dust in

the interstellar medium and our own atmosphere. We cannot see what is happening on the

inside of a star using photons because any photon created inside a star will interact before

leaving it. Beyond that, dust in space can alter and stop photons before they reach the

earth. Then once they arrive here, earth based telescopes suffer from interference due to

the earth’s atmosphere.

Cosmic rays can suffer less from attenuation at very high energies than photons. How-

ever, because cosmic rays are charged particles their trajectories through space are bent by

magnetic fields. This makes any cosmic rays that come from further away than the local

area of our galaxy near impossible to point back to an exact source with, especially without

detailed knowledge of the galactic magnetic field, which is currently unknown.

Neutrinos don’t suffer from either of these problems. They are neutral, thus ignoring

magnetic fields. This means they will always point back to where they were created. They

interact only very weakly with matter thus suffering next to no attenuation from inter-

galactic dust. They can even escape dense mediums that no other particles could, like for

example the center of a dense star during a supernova.

1.3.2 The GZK process and BZ neutrinos

Another reason that neutrinos are worth looking for is that the observation or lack of

observation of them offers tests on astronomical models. One clear place we know to look

is for BZ neutrinos, or neutrinos created as a byproduct of the GZK process first predicted

by Berezinsky and Zatsepin [12]. The GZK process, proposed by Greisen[13], Zatsepin and

Kuzmin[14], happens when protons have such high energies that they interact in a resonance

with cosmic microwave background photons. The process begins to become important at

energies above 5∗1019 eV (for protons). The interaction is believed to create a delta particle

which then decays. Some of the daughter particles from that decay are neutrinos [15]. The

original proton has such a huge amount of energy the neutrinos created as byproducts are

5



also quite energetic, with neutrinos created from the domanat decay channel containing

close to 5% of the energy of the original proton . A similar interaction can happen between

other ultra-high energy nuclei and the CMB (cosmic microwave background) as well.

p+ + γ →∆

∆→p+ + π0

π0 → 2γ

∆→n+ π+

π+ → µ+ + νµ

µ+ → e+ + νe + ν̄µ

(1.1)

Cosmic ray experiments have measured the flux of protons and other nuclei up to energies

beyond the GZK process and observe a steep drop off in cosmic ray flux around the energy

the GZK process is predicted at, as shown in Figure 1.2 at energies above 5∗1019 eV. This

is strong (but circumstantial) evidence that out in space the GZK process is happening,

which means many ultrahigh energy (UHE) neutrinos should be being created as well.

The GZK process is one specific example of a potential source of UHE neutrinos but

other UHE interactions should also be creating neutrinos. Any time a process involves the

creation of leptons, matching neutrinos will also be created. Cosmic rays are observed out

to energies up to 1020 eV and beyond. The models for the incredibly energetic sources

of these cosmic rays also predict fluxes of neutrinos that become potential observables for

UHE neutrino experiments.

1.4 Neutrinos in dense mediums

Based on the predicted flux of ultrahigh energy neutrinos (from BZ models), there are

not very many passing through earth in the first place. Only one is expected per square

kilometer per century [25]. In addition, every individual neutrino only has a low chance of

interacting within a given area. If we want to observe an UHE neutrino then we will either
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need to observe a very large area, or observe for a very long time. Scientists (and their

funders) are impatient though. This is where Askaryan radiation can help.

When a neutrino interacts inside a medium it will create an electromagnetic shower.

As the electromagnetic shower moves through the medium, electrons from the medium get

swept up into the shower. In addition, positrons in the electromagnetic shower are able

to annihilate with matter in the medium. These two affects combine to cause the shower

to have a negative charge excess. The charge excess will Cherenkov radiate as it moves

through the medium. If the size of the charge excess is much smaller than the wavelength

of the Cherenkov radiation that is being observed, then the radiation will coherently add

giving a substantial signal a boost in power at certain frequencies [26].

For many materials the conditions for coherence are met by frequencies in the Radio

energy band. This makes materials like ice and dry rock, which are mostly transparent

to radio emission, excellent candidates for observing Askaryan radiation from a neutrino

interaction [26]. Radio signals can travel many kilometers in ice. This can help experiments

such as ANITA and The Askaryan Radio Array (ARA) counteract the low flux and low

cross section of UHE neutrinos, by increasing their effective observing area. For ARA with

the help of sparse instrementation of the ice, and with ANITA by observing a large area of

the ice from high in the sky.

1.5 Introcuction to ANITA

ANITA, The Antarctic Impulsive Transient Antenna, is a balloon based UHE neutrino

discovery experiment. It is launched in Antarctica using a NASA Long Duration Balloon.

Under the Balloon is the experiment, which consists of three rings of eight or sixteen quad

ridge radio antennas, and an experiment box where data processing and storage occurs.

The antennas point radially outward from the center of the gondola, and ten degrees down

from horizon towards the ice, searching for impulsive radio signals which escape from the

surface of the ice. Surface skimming neutrinos which interact inside the ice will create

electromagnetic showers which in turn create an impulsive Askaryan radio wave. ANITA
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floats at about 40000m above the ice surface and is thus able to survey approximatly 1.5

million square kilometers [27].

ANITA’s quad ridge horns are able to observe both horizontal and vertical polarized

signals between 200-1200MHz. Upward going Neutrino signals are expected to be verti-

cally polarized, while downward going cosmic ray signals are expected to be horizontally

polarized. The horizontal and vertical polarized signals can also be combined into circularly

polarized left and right polarizations. Signals from satellites, their reflection off the ice, and

perhaps other sources of anthropogenic noise are expected to be circularly polarized. Using

the relative strength of the different polarization signals is a powerful trigger discriminate

for ANTIA.

ANTIA has now flown four times. The ANITA-I and II flights did not detect any UHE

neutrinos, and set limits on the possible flux of UHE neutrinos, shown in Figure 1.3.

ANITA-III and IV analysis is ongoing. The different ANITA flights and their results will

be discussed in Chapter 2 in much more detail. Specific hardware components of ANITA’s

signal path will be discussed in Chapters 3 and 4. The TUFF in chapter 3 and the hybrid

in chapter 4. An alternate method of data analysis, the Binned Analysis and its application

to ANITA-II and ANITA-III data will be discussed in Chapter 5.
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Figure 1.2: Plot showing the energy spectrum of high energy cosmic rays as seen by several
experiments. The observed breaks in the power law spectrum are labeled with their common
names as the ‘knee’ and ‘ankle’. The steepening of the spectrum at energies above 5∗1019

eV could be due to the GZK process [15]. Data from LEAP [16], Proton [17], AKENO
[18], KASCADE [19], Auger surface detector [20], Auger hybrid [21], AGASA [22], HiRes-I
monocular [23], and HiRes-II monocular [23]. The LEAP proton-only data was scaled to
the all-particle spectrum as discribed in [24]. Figure from [15].
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Figure 1.3: In purple are the expected flux of BZ neutrinos based on a variety of models.
The red curve shows the expected ANITA-II limit, the blue curve shows the actual ANITA-
II limit. Other limits are from AMANDA [28], RICE [29], Auger [20], HiRes [23], and
ANITA-I [30]. BZ neutrino models are based on [25] [31] [32] [33] [34] [35], [36]. Figure
from [37].
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Chapter 2

ANITA

As of 2017 ANITA has had four flights. Each flight has undergone several changes in an

attempt to improve various aspects of the experiment. In this chapter each of the four

flights are discussed. For ANITA-I a general outline of the experiment is given, followed

by a discussion of the flight and ANITA-I’s major results. For ANITA-II through IV the

updates over the previous experiments to the radio frequency (RF) front end and the trigger

systems are summerized, followed by a discussion of flight and the major results.

2.1 ANITA-I

The first ANTIA long duration balloon flight flew in the southern hemisphere’s summer

season of 2006-2007. Figure 2.1 shows ANITA-I’s gondola in Antarctica pre launch.

2.1.1 Detector

For ANITA’s first flight there were two rings of sixteen quad ridge antenna. The Top ring

consists of two rings of 8 antenna. Each antenna has its pointing rotated 45 degrees in az-

imuth from its nearest neighbors and the two rings have their pointing offset by 22.5 degrees

in azimuth from each other. This approximates the layout of the bottom ring’s 16 antenna,

each with their pointing rotated 22.5 degrees from its neighbors in azimuth. All thirty two

antenna are tilted down from horizontal by ten degrees to optimize their sensitivity to the

upper ward traveling impulsive radio signals from surface skimming neutrino interactions

in the ice. The layout of the antennas can be seen in Figure 2.1.
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Figure 2.1: This photo shows the ANITA-I experiment ready for launch in Antarctica [27].

The antenna themselves are custom antenna produced for the ANITA experiment origi-

nally by Seavey Engineering, Inc. The full-width-at-half-maximum of the beam is at roughly

45 degrees. This means that with 22.5 degree azimuthal offset in pointing between adjacent

antennas, there is significant overlap between antenna beams. The frequency response of

the antennas is shown in Figure 2.2. The antennas are sensitive to signals from 200MHz to

slightly above 1200MHz.

All 32 antennas output both vertical and horizontal polarized signals to the ANITA

Instrument Box. Before the signals get to the instrument box they pass through a 200-

1200MHz bandpass filter and 75dB of amplification. The 75dB of amplification occurs in

two stages. The amplifiers and filters combined are refered to as the Radio Frequency

Conditioning Modual (RFCM) and are stored inside of a faraday housing.
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Figure 2.2: Typical transmission coefficient for a signal going into one of the quad-ridge
horn antennas used by the ANITA experiment [27].

2.1.2 Instrument Box

ANITA’s instrument box sits near the center of the gondola where it rests just above the

bottom ring of 16 antenna. It contains ANITA’s triggering logic computer systems and data

storage inside a large faraday housing. It can be seen as the right most and shiner of the two

boxes in Figure 2.1. A Block diagram of ANITA-I’s primary RF signal chain is shown in

Figure 2.3. It shows the filtering and amplification a signal undergoes in the RFCM before

entering into ANITA’s instrument box, as well as how the signals are prossessed inside the

instrument box.

After traveling through a second set of 200-1200MHz bandpass filters the incoming

signals are split. One set of signals, the upper set in Figure 2.3, continues on to the

Sampaling Unit for Radio Frequencies (SURF) boards after being delayed by 20ns. The
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Figure 2.3: Block diagram showing ANITA-I’s antenna, triggers and digitizer [27].

SURF boards, as well as the Triggering Unit for Radio Frequencies (TURF) boards, will be

discussed in more detail in Section 2.1.3.

The other set of signals, the lower set in Figure 2.3 travel through the hybrids, which

convert the incoming horizontally polarized (H-pol) and vertically polarized (V-pol) signals

into outgoing left circularly polarized (LCP) and right circularly polarized (RCP) signals.

The Hybrids will be described in detail in Chapter 4.

After the signals pass through the hybrids they are split into 4 separate bands. The

bands are roughly 200-330MHz, 355-515MHz, 515-785MHz and 785-1200MHz. Impulsive

Askaryan signals from neutrinos are expected to be broad band, where as many sources of

anthropogenic noise are strong in only one of these bands and thermal noise in one band

is independent of the thermal noise in the other bands. Analyzing the bands seperatly and

searching for coincidence helps reject both anthropogenic and thermal noise.

In the case of a trigger, the upper path in Figure 2.3 is digitized and saved to data

archives within the instrument box. High priority digitized data is sent back down to the

ground via slow, bandwidth limited, satellite networks. This was needed so that during

flight it can be determined whether or not ANITA was operating as intended. If it is not
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working as it is supposed to, commands can be sent back up to ANITA’s onboard CPU

through those same satellite networks. When the balloon is within line of sight of the launch

site, McMuerdo Base, data can be transmitted over a much higher bandwidth line of sight

transmitter.

While ANITA is in flight the experiment is solar powered and thus must operate on a

tight power budget. For the ANITA-I flight that was about 400W [27]. In addition because

it is a balloon experiment there were tight size and weight constraints that had to be taken

into account during the design of the ANITA insturment box.

2.1.3 Triggering

ANITA is a power, space and weight limited experiment. This means it cannot be recording

all of the data the antennas see. It needs some way to prioritize the important neutrino

like data. That is the function he of the SURF and the TURF, ANITA-I’s data triggering

boards. The conditions required for ANITA-I’s different trigger levels are outlined below.

L1 Trigger

The L1 Trigger is the single antenna trigger. An L1 Trigger is issued when any three of

the eight signal bands (four for LCP and four for RCP) for a given antenna go above a

given threshold within 10ns of each other. This single band threshold is constantly being

adjusted within the SURF board so that signals exceed the threshold at a rate of 2.6-2.8

MHz under thermal noise conditions. This is done to maximize the trigger rate while also

minimizing the amount of deadtime ANITA-I experiences.

L2 Trigger

The L2 Trigger looks for coincedence between neighbering antennas. When the SURF deter-

mines that a L1 Trigger has happened it tells the TURF. The TURF saves that information

and checks to see if any two adjacent antennas in either the upper or lower ring of antennas

have both had an L1 Trigger in the same 20ns window. If there has been, then a L2 Trigger

is issued. These happen at about a rate of 2.5kHz per antenna pair for thermal noise.
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L3 Trigger

Th L3 Trigger lookds for coincidence between the two rings of antennas. A L3 Trigger

is issued when a L2 Trigger happens within both the upper and lower ring within a 30ns

window. In addition, one of the antennas from the top ring, and one of the antennas from

the bottom must share the same azimuthal pointing, or phi sector. When an L3 Trigger

occurs the signal is digitized. For ANITA-I they happened at roughly a rate of four or five

L3 Triggers per second for thermal noise [27].

2.1.4 The ANITA-I Flight

During the Antarctic summer, a Polar vortex sets up above the Antarctic continent. This

polar vortex is normally very circular and occurs in the upper stratosphere where ANITA

flies. ANITA relies on this polar vortex to carry it around the Antarctic continent and keep

it over the ice, from which it seeks to observe neutrino signals. An image of ANITA-I’s

flight path as it was carried by the polar vortex is shown in Figure 2.4. ANITA-I completed

3 full rotations and one partial rotation around Antarctica during flight over its 35 days

of air time. Much of that time however was unfortunately spent near large sources of

anthropogenic noise, or over thinner areas of ice. Additionally on board flight computers

experienced stability issues. The effective livetime of ANITA-I was 17.25 days [37].

2.1.5 ANITA-I Results

No neutrino candidate events were detected during ANITA-I’s flight. Limits were set on

the allowed flux of UHE neutrinos based on the lack of detection. At the time these limits

were the most competitive from any experiment. They are shown in Figure 2.5 along with

limits from several other experiments from pre 2008 era for historical comparison [38]. Note

that the ANITA-I limit was later revised to what is shown in Figure 1.3 in Chapter 1.

ANITA-I did detect several cosmic ray candidates. Cosmic rays are expected to be pre-

dominantly H-pol signals due to the charged particles interactions with the earth’s magnetic

field. Neutrino signals are expected to be predominantly V-pol signals because of the nature
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Figure 2.4: The path ANITA-I was carried over Antarctica by the polar vortex. The line
color represents different loops. Chronologically it goes black, red, blue, purple. The color
map on the continent represents ice depth. Red is greater than 4km. Yellow is 3-4km.
Green is 2-3km. Light blue is 1-2km, and blue is less than 1km [27].

of Askaryan radiation. Two populations of cosmic ray candidates were observed. The first,

and larger population are believed to be radio signals created by downward moving cosmic

ray interactions in the atmosphere that are reflected off of the ice and back up to ANITA’s

antennas. The second population believed to be from radio signals created by earth skim-

ming cosmic rays. They point back to below horizontal, but above the horizon. This second

population shows its polarity reversed from the first population. The first population’s po-

larity would have been reversed when it was reflected off the ice. This population of earth

skimming cosmic rays had never been observed before ANITA-I [41].
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Figure 2.5: The historical limit on the flux of UHE neutrinos set by the ANITA-I experimnt.
Limits from experiments AMANDA [28], RICE [29], Auger [20], HiRes [23], FORTE [39]
and ANITA-lite [40] are also shown. GZK neutrino model range is based off of a veraity of
models [31] [25] [32] [33] [34] [35] [36]. Figure from [38].

2.2 Anita-II

The flight of ANITA-II happened in the 2008-2009 Antarctic summer season. It flew for 31

days giving it 28.5 days of livetime, roughly 50% more than ANITA-I. ANITA underwent

several improvements between its first and second flights which will briefly outlined in the

following sections.

2.2.1 ANITA-II Hardware changes

ANITA-II added eight additional quad ridge horn antennas. Due to special constraints in

the launch procedure these additional horns needed to be folded underneath the experiment

and deployed after launch. Figure 2.6 shows these eight horns deployed below the bottom
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Figure 2.6: Image showing the ANITA-II experiment rising. The insert is ANITA-II at a
height of 35km as viewed through a telescope [37].

ring of solar panels. These eight new antenna and the other thirty two antenna are all of

the same type used in the ANITA-I flight. The new horns helped to increase ANITA-II’s

over all aperture and pointing resolution.

Several improvements were made to the front end amplification of the signal for ANITA-

II. Improvements were focused on reducing the noise figure for the vertical polarized chan-

nels. The first stage of amplification was moved to directly after the antennas so that cable

noise is not amplified. The second stage of amplification, which was already called the low

noise amplifier (LNA), was replaced with an even lower noise amplifier. We still just call it

the LNA, for some reason ELNA didn’t catch on. The third and final change to the radio

frequency (RF) front end was swapping out the low and high band pass filters in the signal

path for a lower noise figure band pass filter with the same frequency behavior. These

changes were done only for the V-Pol because it is in the V-Pol that observations of neutri-

nos are expected. The first stage amplifier as well as the band pass filter and a bias-T are
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all stored inside the same RF proof box. The unit as a whole is called the antenna-mounted

pre-amplifier (AMPA). The second stage amplifier and another bias-T were stored int the

RFCM.

Writing speed to the hard drives was also increased. This improvement allowed, on

average, ANITA-II to sustain double the global trigger rate ANITA-I was capable of.

2.2.2 ANITA-II Trigger Changes

It is this same prediction for neutrino signals to appear predominatly V-pol that motivated

the changes in ANITA-II’s triggering logic. ANITA-II triggered only on impulsive V-pol

signals, where as ANITA-I triggered on strong impulsive V and H-pol signals. Horizontally

polarized data is still saved for successful V-pol triggers. This means that the Hybrids that

converted the H and V-pol signals into LCP and RCP signals has been removed.

ANITA-II L1 Trigger

While for ANITA-I the L1 Trigger occurred when three of the eight signal bands (four

bands for LCP and four for RCP) went over a given threshold, there are now only have four

signal bands. ANITA-II did not trigger on any of the H-pol information. Additionly the

four bands themselves have changed. ANITA-II had a low band, middle band, high band,

and full band. The three dB points of these four bands were 200-350MHz, 330-600MHz,

630-1100MHz, and 150-1240MHz. The condition for an L1 trigger was two of the three

frequency bands and the full band exceeding their individual thresholds.

ANITA-II L2 and L3 Triggers

For the two full rings of antenna the L2 and L3 triggers remained the same. However the

triggering logic for the 8 new drop down antennas needed to be modified. There were fewer

antennas in the drop down ring. While for the top and middle rings an L2 trigger occurs

when two of three adjacent antenna have a L1 trigger within 20ns. For the bottom ring

an L2 trigger happens when two adjacent antenna have a L1 trigger within 20ns. The
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trigger thresholds for the bottom ring were tuned down to keep the bottom rings over all

contribution to the L3 trigger proportional to the number of antenna in the ring.

Trigger Phi Masking

Additionally, phi masking was added for ANITA-II. ANITA-I suffered from being oversat-

urated by anthropogenic noise when it was near large groups of humans, such as McMurdo

Station, the U.S. base ANITA is launched from. This led to large amounts of deadtime when

only half of the antennas, the half pointing at the base, were causing the trigger saturation.

To counter act this in ANITA-II a phi masking system was implemented. Phi sectors are

made up of antenna with the same azimuthal pointing. When a phi sector’s L3 Trigger goes

above a certain threshold (typically 20Hz) for more than some amount of time (typically 30

seconds) then that phi sector’s triggers are ignored. Data is still recorded and saved if other

phi sectors cause a trigger, the phi sector being masked is just allowed to cause a gloabal

trigger. When the L3 Trigger rate goes below a given threshold (typically 10Hz) for some

period of time (again, typically 30 seconds) then triggering is re-enabled. Each phi sector

can be masked individually to allow directions facing away from trigger saturating sources

to remain sensitive to neutrinos [38].

2.2.3 The ANITA-II Flight

An image of ANITA-II’s flight path is shown in Figure 2.7. The first loop shown in purple

looped tightly in an atypical fashion. Luckily the second loop, in red, and the third loop,

in black, took much wider arcs that overlooked deeper ice. Overall ANITA-II was able to

see deeper ice than ANITA-I.

In addition to traveling a better overall flight path than ANITA-I traveled, ANITA-II

was able to achieve much higher live time. ANITA-II did not experience the flight computer

stability issues that plagued the first flight. Additionally, phi masking allowed ANITA-II to

continue searching for neutrinos with a subset of its antennas even when near large sources

of anthropogenic noise. ANITA-II flew for 31 days and achieved a live time of 28.5 days,

nearly doubling ANITA-I’s live time.

21



Figure 2.7: The path ANITA-II as carried over Antarctica by the polar vortex. The line
color represents different loops. Chronologically it goes purple, red, black. The color map
on the continent represents ice depth. Figure by R. Nichol [38].

2.2.4 ANITA-II Results

Due to ANITA-II’s improvements it had about 4 times the sensitivity ANITA-I did. The

limit that would be derived from this improvement in sensitivity is shown in Figure 1.3 as the

red line labeled ANITA-II-2010-(Expected). However, analysis of ANITA-II’s data revealed

two neutrino candidates with an expected background of 0.97 +/− 0.42 events. Though the

two events are consistent with simulations of neutrinos, the collaboration lacked significant

enough statistics to identify these two events as a unique non-anthropogenic population.

ANITA-II saw more events passing than it’s expected background, so the limit it could set

was worsened by about a factor of two. It is show as the blue line labeled ANITA-II-2010-

(ACTUAL) in Figure 1.3.
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Additionally ANITA-II’s analysis revealed three horizontally polarized UHECR candi-

dates. ANITA-I saw 16 of these, but the reduction in signal is to be expected. ANITA-II

was not triggering on horizontal signals, where as ANITA-I was.

2.3 Anita-III

Anita-III flew from December to January in the Antarctic summer season of 2014-2015. It

flew for 23 days and achieved a live time of 18.7 days [42]. It saw several new improvements

over the ANITA-II flight. The gondola is shown in Figure 2.8 before launch. The flight

path ANITA-III took unfortunately led to an earlier termination of the flight and less air

time than earlier ANITA flights were able to achieve. Figure 2.9 shows the flight path

ANITA-III took. After reviewing the fact that the primary science result from the first two

ANITA flights were the UHE cosmic rays observed by the first ANITA flight, it was decided

that ANITA needed to regain the H-pol sensitivity that it lost in its second flight. Many

upgrades to ANITA-III revolve around this.

2.3.1 ANITA-III RF Frontend Hardware Changes

ANITA-III saw one major and obvious improvement easily visible in Figure 2.8. Eight

antennas have been added to the bottom ring, bring all three rings of antennas up to the

standard 16 antennas. This was achieved by fixing the bottom rings 16 antennas in place,

and instead allowing the bottom array of solar panels to descend into their location after

launch. In ANITA-II it was the bottom ring of eight antennas that lowered into place after

launch and the solar panels were fixed. ANITA-I completely lacked the third bottom ring

of antennas. This brings the total number of antennas in the ANITA-III experiment up to

48. In addition to the eight new antennas, the antennas themselves were upgraded to new

Seavay quad-ridge horn antennas with an improved frequency response in the 200-300 MHz

range [44].

In addition to the improvements to the antennas and the antenna layout, the Upgrades

to the pre amplification stage that were given to the V-pol signal paths for ANITA-II were
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Figure 2.8: ANITA-III gondola with solar panels raised over the new complete bottom ring
of 16 antennas. Image by S. Wissel [43].

added to the H-pol and new antenna’s signal paths as well. This meant that all channels now

had AMPAs. The amplifiers for the bottom ring of antennas differ from the other three

rings. They are referred to as drop-down antenna-mounted pre-amplifiers (DDAMPAs).

The DDAMPAs contain two separate LNAs instead of the one that the AMPAs contain.

The combination of the two give slightly more amplification than the AMPA’s LNA and

are powered by 5V instead of 12V.

The RFCM was replaced with the internal Radio Frequency Control Modual (iRFCM)

which was now just inside of the Instrument Box. As with the RFCM, the iRFCM contained

a bias T and the second stage of amplification. The amplifiers used in ANITA-II were

replaced with the AMPLITE, which was designed at The Ohio State University. Each

iRFCM handeled 24 signal channels, so ANITA-III had four iRFCMs. Inside each iRFCM
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was also a power distribution board responcible for powering all 24 of the AMPLITEs and

bias Ts within a single iRFCM.

2.3.2 ANITA-III Trigger Changes

In order to allow for triggering on horizontally polarized cosmic ray events the trigger logic

for ANITA-III was overhauled. Instead of splitting incoming signals into multiple bands

like in past experiments, only the full band is triggered on, but in both H-pol and V-pol.

This slightly weakened ANITA-III’s neutrino sensitivity but allows for triggering on UHE

cosmic rays. Because of these changes, ANITA-III only has a L1 and L3 trigger.

L1 Trigger

An L1 Trigger is issued if two of the three antennas within the same phi sector are above

their threshold within 10ns of each other. Like for past ANITA’s L1 Triggers, the thresholds

for each full band signal path are set depending on how often the band is triggering. ANITA-

III’s L1 Trigger incorporates previous experiments L3 Trigger because there are not different

signal bands to require coincedence between. The L1 Trigger rate for ANITA-III was about

15 kHz.

L3 Trigger

If two adjacent phi sectors both have an L1 trigger within the same 30ns window then an

L3 trigger is issued. ANITA-III’s L3 Trigger is similar to past experiment’s L2 Triggers.

The L3 trigger rate for ANITA-III was about 50 Hz.

2.3.3 The ANITA-III Flight

The ANITA-III flight did not go quite as well as previous flights. Its first loop around

Antarctica started well, traveling over deep ice. However ANITA-III’s ever widening spiral

outward soon took it towards open water. Due to this, the ANITA-III flight needed to

be ended after only 23 days, the shortest ANITA flight yet. ANITA-III’s flight path can

be seen in Figure 2.9. In addition to the short flight, ANITA-III had a rough landing,
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Figure 2.9: Figure shows ANIA-III’s flight path over a map of Antarctica. The first loop
of the flight path is shown in gray, and the second loop is shown in red. The color on
Antarctica represents the ice thickness in kilometers [44].

especially when compared to the previous two flights. Some of the damage to the upper

ring of antennas can be seen in Figure 2.10 which shows ANITA-III’s final resting place.

Unfortunately due to weather and other external factors a full recovery of ANITA-III was

never achieved. The data storage disks and instrument box were recovered, but much of

the rest of the gondola still rests, partially buried, in the snow.

2.3.4 ANITA-III Results

Analysis of ANITA-III’s data is still underway. One thing that was clear after initial analysis

of the data though is that in the several years since ANITA-II the levels of electromagnetic

interference became a major problem. Much of the additional interference is continuous

wave (CW) circularly polarized signals at specific frequencies. It is believed that the source

is geostationary satellites. This observation motivated the changes ANITA underwent as it

evolved for its fourth flight.
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Figure 2.10: Photo of ANITA-III at its landing site. Photo credit to C. Miki and the
Australian Antarctic Program [44].

2.4 Anita-IV

The ANITA-IV experiment flew in the 2016 Antarctic summer season. It was launched

on December 2nd and flew until December 30th, giving it 28 days of air time. More than

ANITA-III, but less than both ANITA-I and ANITA-II. It was in neutrino searching mode

for 94% of its air time, giving it a live time of 27.3 days. This makes it the ANTIA flight

with the second most live time, only one day less than ANITA-II, and with substantially

more live time than either ANITA-I or ANITA-III. Anita-II was not triggering on H-pol

signals, so ANITA-IV achieves the largest live time for UHECRs by a wide margin.

2.4.1 ANITA-IV RF Frontend Hardware Changes

Unlike previous ANITA flights, ANITA-IV did not gain any additional antennas. It used

the same antenna layout as ANITA-III. It did however have several changes to its RF front

end. The bandpass filters that were filtering the H and V-pol antenna signals in previous

flights were replaced with lowpass filters. Additionally the custom NTU LNAs that were
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being used in the 32 DDAMPAs in ANITA-III were used for all 96 channels in ANITA-IV.

The combination of these two modifications reduced the noise temperature of ANITA-IV’s

RF front significantly, leading to a 20% improvement in ANTIA-IV’s energy threshold when

compared to ANITA-III [42].

After the AMPAs the signals for ANITA-IV traveled through new Tunable Universal

Frontend Filter (TUFF) boards. The TUFFs were designed to be tunable notch filters,

capible of removing the CW noise that plagued ANITA-III. Each board had three separate

tunable notches, but during flight the notches were left at constant values of 260, 380

and 460MHz. In addition to filtering, the TUFFs replaced the AMPLITEs second stage

amplification and like the AMPLITEs are inside of the iRFCMs. The TUFFs were designed

and constructed at The Ohio State University in the Beatty Connolly Lab. Their design,

testing, integration and performance will be discussed in much more detail in Chapter 3.

2.4.2 ANITA-IV Trigger Changes

The Hybrids that were in ANITA-I’s signal path make a return in ANITA-IV. Once again

it converts the incoming linearly polarized H-pol and V-pol signals into circularly polarized

LCP and RCP signals. A detailed characterization of the Hybrids can be found in Chapter

4. The change means that once again, ANITA’s trigger logic had to be updated.

L1 Trigger

For ANITA-IV an L1 trigger occurs when both the LCP and RCP signals exceed their

individual thresholds within the same 4ns window. The addition of the Hybrids was done

to add the coincidence requirement of LCP and RCP signals into ANITA-4’s trigger. Signals

from both UHE neutrinos and UHECRs are expected to be linearly polarized. A linearly

polarized signal should have roughly equal parts LCP and RCP, where as the CW noise that

plagued ANITA-III was strong in either LCP or RCP, but not both. Additionally because

thermal noise in LCP and RCP are uncorrelated, the coincidence requirement should reduce

thermal noise triggers as well. Just like in past ANITA experiments the thresholds for the

individual triggers that feed into an L1 trigger are adjusted in real time to keep a consistent
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L1 trigger rate. This real time adjustment did not need to be used as much as in previous

experiments however, likely due to the addition of the TUFFs.

L2 Trigger

Once an L1 Trigger occurs, if another antenna in the same phi sector also has a L1 trigger

within a given time window than a L2 Trigger is issued. The time window varies depending

on which ring of antennas sees the first L1 Trigger. This was done to give preference to the

upward coming signals ANITA is searching for. The time windows for the bottom, middle,

and top rings of antenna are 16ns, 12ns, and 4ns respectively.

L3 Trigger

A L3 Trigger is issued if two adjacent phi sectors both have an L2 Trigger within the same

10ns time window. Once an L3 trigger occurs the incoming data is recorded. The L3

Trigger is the same as it was in the previous ANITA experiment but with a much shorter

time window allowed for the two adjacent L2 Triggers to occur within.

2.4.3 The ANITA-IV Flight

ANITA-IV’s flight path started off with a wide spiral, however as ANITA-IV continued to

curl around the Antarctic continent, its path began to tightly circle back on its own course

before continuing. As the flight continued, this effect became more and more pronounced.

Additionally each sucsessive loop was smaller than the last, as ANITA-IV spiraled inward

towards the South Pole. ANITA-IV’s flight path is shown in Figure 2.11. Though near

the end of ANITA-IV’s flight it was still functioning well, it had become stuck tightly

spiraling over the same location, so it was decided that it should be dropped. On the

upside, ANITA-4’s path mostly kept it away from McMurdo station, the largest source of

noise in Antarctica.

The Antarctic winter season has kept us from fully recovering ANITA-IV as of now

(November 2017). The data disks have been fully recovered, as well as some of the smaller

more important items, such as the AMPAs. The rest of the instrument box however sat in
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Figure 2.11: This Photo shows ANITA-IV’s flight path projected onto satallite imagry of
Antarctica. This first loop is shown in blue, the second in green, and the third in red [42].

Antarctica slowly being buried by snow all winter. Full recovery is planned for November

or December 2017.

2.4.4 ANITA-IV Results

Analysis of the ANITA-IV results is still underway. Some investigation into the effects of

the addition of the TUFFs on the ANITA-IV flight are discussed in Chapter 3.
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Chapter 3

The TUFF, Tunable Universal
Frontend Filter

After the ANITA-III flight, it was clear something needed to be done about the new and

overwhelming CW noise from geostationary military satellites. The CW noise was observed

at specific frequencies so naturally the idea of a notch filter to remove power from those

specific frequencies arose. However, ANITA-III only observed this noise for a short duration

during flight. There was concern within the collaboration that the noise might be more

prevalent, or at different frequencies by the time the next ANITA flight took place. Due

to this, the Tunable Universal Frontend Filter (TUFF) was designed. Not only would it

contain three separate notch filters, but those notches could be turned on and off and

moved to different frequencies. Additionally, the boards absorbed some of the functionality

of other components in the ANITA-IV signal chain, now providing amplification and power

for the AMPAs. Figure 3.1 shows an image of a TUFF. Each individual board handles 6

RF channels (of the 96 in ANITA-IV, one H-pol and one V-pol per antenna). The TUFFs

were designed, built and tested at The Ohio State University. This Chapter outlines that

process.

3.1 TUFF Design

The TUFFs were deigned to fulfill two objectives. The first was to allow tunable notch

filtering so ANITA-IV could deal with satellite CW noise. The second was to replace the

components that preformed the second stage of amplification, the AMPLITE, and the bias
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Figure 3.1: Image shows final design of the TUFF board used in ANITA-IV flight. Channel
0 is the channel furtherst to the right, while channel 5 is furthest to the left.

tee that powered the AMPAs in previous experiments. The TUFF needed to do this while

being light weight, small, and drawing as little power as possible due to the restrictions of

ANITA being a balloon experiment.

3.1.1 Notch Filter Design

The TUFF’s notches operate as LC filters. The LC circuits contain a variable capacitor to

allow the notch location in frequency to be tuned to a different value.

When the inductor and capacitors in an LC circuit are driven at a specific frequency, f0,

the circuit opens up. Other frequencies are thus filtered out. f0 is related to the impedance

of the inductor, L, and the capacitance of the capacitor, C, as follows.

f0 =
1

2π ∗
√
C ∗ L

(3.1)

As shown in Figure 3.2, on the other side of the TUFF’s LC circuits is ground. In the

TUFFs, signals at the f0 resonant frequency of one of the three notches follow the path of
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Figure 3.2: Circuit diagram containing the primary components of the TUFF notch filters
[1].

least resistance to ground, and are thus removed from the RF signal path.

The TUFFs use a 56 nH inductor in their LC filters. The variable capacitors for the

first notch is in parallel with a 2.4 pF capacitor. For the second notch, it is in series with a

5 pF capacitor. The third is in series with a 2.4 pF capacitor. The variable capacitor is a

PE64906 variable capacitor from Peregrine Semiconductor. It can be set to 32 discrete steps

in capacitance between 0.9 and 4.6 pF. Adding in these additional capacitors in series and

parallel allows us to get more range in the location of the frequency notch, and additional

differentiation between the notches.

In practice, the circuits on the TUFF are not ideal LC filters. The dual-pole, single-

throw RF switch, shown in Figure 3.2 in each of the notches have parasitic ‘ON’ resistance.

Other components in the filter also add DC resistance. The resulting resistance of the notch

filters is ∼6-7Ω. Equation 3.1 holds for the resonant frequency of a LCR circuit. However,

while an ideal LC circuit would create an infinitely deep notch, the actual notch is limited

by the resistance in the circuit. Each notch is ∼13 dB deep. The default positions for the
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three notches are 260, 380 and 460MHz. Figure 3.3 shows the three notches outlined in

their locations on a single channel of an assembled TUFF board, as well as the locations of

other key components.

Figure 3.3: Photo of one channel of a TUFF next to a USA quarter coin for scale. Key
components of the TUFF are outlined in red [1].

3.1.2 Amplifications and Bias Tee

The Amplification on the TUFFs is performed by two separate amplifiers in series. The

two amplifiers combined provide ∼45dB of amplification. They are outlined in Figure 3.3

as AMP 1 and AMP 2. AMP 1 is a BGA2851 by NXP Semiconductors. AMP 2 is an

ADL5545 by Analog Devices. There is one dB of attenuation between the two amplifiers

and between AMP 1 and the Bias Tee to prevent any unpredictable interactions between

the components. The two amplifiers together consume ∼335 mW of power, which is the

vast majority of a single channels power consumption. The bias tee on each channel is

responsible for supplying DC power to the AMPAs which reside up the signal path on the

other end of a coaxial cable. Each bias tee is constructed out of a 4310LC inductor by

Coilcraft and a 0.1 F capacitor which are in series. The Inductor supplies the AMPA with

the DC power. The capacitor prevents the power from entering the TUFF’s signal path

while allowing the RF signals coming from the AMPAs to continue through to the TUFFs

amplifiers.

34



3.1.3 Microcontroller

Having variable capacitors would be pointless without a method to program them. This is

why each TUFF board has an onboard microcontroller for each channel. They are ultra-low

power MSP430G2102 microcontrollers by Texas Instruments. The microcontroller controls

all three notches for a single channel on a TUFF. It can turn the notches on and off using the

switches on each individual notch. It can also set the value of the variable capacitor in each

notch. This was even possible during the ANITA-IV flight if notches needed to be tuned to

deal with new or changing sources of CW noise. The Microcontroller has very low power

consumption and 5 low power modes. In active mode, the microcontroller only consumes

∼0.5 mW. In low power modes it can consume as little as ∼0.2 µW. The power consumption

from the microcontrollers on each channel is negligible compared to the amplifiers.

3.1.4 Designed Integration into the existing ANITA Experiment

The TUFFs effectively replaced existing ANITA components, and were designed to fill the

space left behind by those components. In past ANITA experiments the second stage ampli-

fication and bias tee were inside the Internal Radio Frequency Control Modules (iRFCMs).

Figure 3.4 shows one of the iRFCMs with its lid off and TUFF boards inside. Each iRFCM

handles 24 RF channels. There are 4 iRFCMs in the ANITA-IV experiment. The TUFFs

were designed to sit inside the iRFCM in two stacks of two, end to end. RF shielding

containers were designed for the TUFFs to help them nicely stack on top of each other.

These units are referred to as TUFF sandwiches. Two TUFF sandwiches can be seen in

Figure 3.4 in place inside of the iRFCM connected by short SMA cables to the iRFCM’s

24 RF inputs and 24 RF outputs. Additionally, inside each iRFCM is a TUFF master and

a TUFF master booster. These PCBs are the mediators between the TUFFs, the TUFF’s

power supply, and ANITA’s CPU.
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Figure 3.4: Photo showing one iRFCM with its lid off. Inside two TUFF sandwiches
are connected to their RF inputs and outputs. All 4 of the TUFFs inside the 2 TUFF
Sandwiches are also connected to the TUFF Master through the TUFF Master Booster for
power and communication with ANITA’s CPU [1].

3.2 TUFF Construction

The TUFF printed circuit boards, PCBs, were spun by Advanced Circuits. Twenty four

boards were spun but one was found to have missing vias and holes making the PCB

useless. The addition of components was done by hand predominantly with the use of a

rework station and soldering irons. The first round of construction saw 18 boards built and

tested. Which was enough to fill all four iRFCMs and two spares. These went down to

Palestine, Texas for integration into the payload. Both spares ended up being used and we

returned to the Ohio State University lab with two broken TUFFs.

A second round of construction and repair was done to send to the University of Hawaii

as a precaution for a final round of testing before the payload was shipped by boat to the

McMurdo Base in Antarctica. During testing, three of the 96 RF channels showed atypical

notch behavior. One TUFF board was repaired and one new TUFF board was constructed.

A third and final round of construction was done before heading down to the McMurdo base

in Antarctica. All three remaining bare TUFF boards were assembled and any previously
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broken TUFFs were repaired. Three complete and tested TUFF sandwiches went south to

be swapped out in case of any further problems. One half sandwich was also sent to be used

as a TUFF channel bypass in an unavoidable and unfortunate circumstance. No TUFF

board required repair or replacement in Antarctica.

3.3 TUFF Debugging and Testing

No testing was done until after assemply was completed for the first round of construction.

In retrospect this turned out to be a mistake as it made any problems that existed much more

difficult to diagnose. In future rounds of construction testing was preformed incrementally

after sections of the board were constructed.

The first stage of debugging was simply to check that none of the 10 TUFF input pins

were shorted to each other. The pins are, in order, Bias T Vin, Ground, 5 V Vin, Ground,

Reset, Ground, Clock, Ground, Data. Several locations on the board were also checked

to assure they were not shorted to the 3.3 V. Next, boards were connected to a power

supply set to 5 V in order to power them through the 5 V pin to check that they were

drawing approximatly the correct amount of current and that that current draw was stable.

The correct amount of current for a completed board to be drawing was experimentally

determined to be ∼380 mA. Once the typical current draw was experimentally identified

the current limit of the power supply was set to 0.5 A to try to avoid allowing any component

on the board to exceed their current limits. In the case when a board drew an irregular

amount of current it was powered off immediately. Lower or higher current draws indicated

incorrect behavior of one of the components that drew a substantial portion of that power,

usually one of the amplifiers or either of the voltage controllers. Unstable current draws

indicated that the board may have intermittent connections on one component or one of the

components was in an unstable state. In either case, we attempted to fix these problems

before dealing with anything else, by closely examining the board under a microscope to

identify suspicious solder joints then by reflowing and fixing said joints. Common sources of

problems were the 4.8 V regulator and the 3.3 V regulators along with the second amplifier
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in the signal chain. If any of these were missing a connection they would not behave correctly

and would draw too little or too much current. The second amplifier in particular had a

very large ground plane in thermal contact to its ground pins which often lead to those pins

escaping construction still unsoldered.

After we had confirmed that the board was drawing approximatly the correct amount

of current, we proceeded to assuring the notches and amplifiers were behaving correctly. To

check the Amplifiers each channel on each TUFF was connected to a Network analyzer and

powered to view the gain across the channel. A TUFF with working amplifiers shows a flat

gain of ∼45dB from 100-1200MHz. Figure 3.5 shows the typical gain across a channel with

all notches off and all notches on at default values.

Figure 3.5: Image shows gain across channel 1 of TUFF 16. The blue line shows the TUFF
with all notches off. The red line shows the TUFF with all notches on. Data taken by
Oindree Banerjee.

In order to test the notches, the microcontroller on each channel needed to be pro-
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grammed. The method of programming the individual channels is outlined in detail in

Section 3.4. Once programmed, the functionality of the notches could be tested with a

built in ‘Test Mode’.

3.3.1 Test Mode

Test mode for a TUFF could be activated by shorting CLOCK to DATA then shorting

the RESET input to ground while the TUFF’s 5 V input is powered. Once activated, the

TUFF will proceed through a series of set states. First, it will turn the first notch on with

the variable capacitor set to its minimum (which means the notch will be at its maximum

frequency position). Next, it will move the first notch to its minimum frequency position.

It will then turn the first notch off. It then does the same thing with the second and third

notches. This allows us to test that all three notchs’ switches and variable capacitors, as

well as each channel microcontroller are working correctly. If something does not work

correctly, test mode narrow the problem down to only a few components which we could

then fix.

3.3.2 Thermal Stress Testing

After all of the components on the TUFFs were working, the solder joints were stress tested

by thermal cycling them over night. TUFFs were heated to 65◦ C for 15 minutes, and held

there for 10 minute. They were then cooled to -35◦ C for 30 minutes, and held at that

temperature for 15 minutes. Finally, they were heated back to room temperature for 10

minutes, and held there for another 10 minutes. This was repeatedly cycled overnight, to

make sure the TUFFs and their solder joints could survive any temperature gradients they

would experience during flight. After thermal testing the TUFFs again underwent checks

of their current draw and notch functionality.

3.3.3 Tuff Integration

TUFFs were placed inside of their sandwiches in pairs of two after thermal testing. Once

inside of their RF insulating containers the TUFFs were tested again. First, the current
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draw was checked. Then, all 12 channels of each sandwich underwent test mode testing

again. Nothing should have changed just by placing them inside of their cases, but, in a few

cases, metal shavings from the screw holes of the sandwiches got inside of a case and caused

a short. During initial testing of the cases it was also discovered that RF insulation was

required inside of each channels cavity to prevent reflections inside the cavity from causing

non flat gain across frequency. Figure 3.6 shows an image of a single TUFF sandwich.

Figure 3.6: Photo shows a single TUFF sandwhich containing two TUFF PCB boards. The
sandwhich is complete with it’s power and data cables.

Once the TUFFs were found to be fully operational inside of their sandwiches their

input pins were cabled up. Only the bottom TUFF in a sandwich has pins. Those pins go

through the pin holes of the top TUFF in the sandwich. The bottom TUFFs in sandwhiches

are even numbered, while the top TUFFs are odd. Once a sandwich is ready to be wired

the pins from the bottom TUFF are soldered to the pin holes from the top TUFF. The

order of TUFFs pins is again Bias T Vin, Ground, 5 V Vin, Ground, Reset, Ground, Clock,

Ground, Data and Ground. The wires connected directly to the TUFF and the insulating
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heat shrink around the pins were color coded. Black is ground. Red is Bias T Vin. White

is 5 V Vin. Yellow is reset. Green is clock, and blue is data. Each of the colored wired has

its own ground, which it was twirled with. The bias T Vin and 5 V Vin wires were spliced

with SMA cables which were then screwed into the iRFCM case for power. The other three

were braided together and run into a 6 wire housing connector which then clipped into the

TUFF Master Booster.

With the TUFF sandwiches wired, they need to be integrated into their iRFCMs. Inside

of each iRFCM sits two TUFF sandwiches, as shown in Figure 3.4. They are fastened to

a metal support that runs the length of the iRFCM. Each of the two TUFF sandwiches’

24 RF inputs and outputs were connected to the iRFCM’s RF channel inputs and outputs

by 4 inch flex SMA cables. Each connection was threadlocked using Loctite to assure no

connections loosened during flight due to vibrations. On one end of the iRFCM the TUFF

Master and TUFF Master Booster rested, also fastened to the metal support. Both of the

TUFF sandwiches have their reset, clock and data connectors pluged into the TUFF Master

Booster. The TUFF sandwich’s power cables screw into the iRFCM case to get power from

ANITA’s power supply outside of the iRFCM. The TUFF Master Booster also gets its

power through a SMA cable connecting to the iRFCM case. The iRFCMs talk to each

other and ANITA’s CPU through DB9 Serial connections. Each TUFF Master Booster has

an input and output serial connection which connects to the iRFCM case. Once outside of

the iRFCM case, all of the serial cables connect to a serial loom board, which passes signals

from ANITA’s CPU to each of the iRFCMs. The searial loom board is shown in Figure 3.8.

3.3.4 Vacuum chamber Testing

Vacuum chamber testing was the final test the TUFFs underwent before leaving for Antarc-

tica. At this stage the TUFFs were inside of their iRFCMs with the TUFF Masters and

TUFF Master Booster boards. This was done to assute that in the vacuum like conditions

the ANITA experiment operates in, the TUFFs and TUFF masters would not undergo run-

away heating. The primary worry was that the microcontrollers would heat up, and without

air to help them radiate this extra heat away, they would just continue heating up until they
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burned themselves out. To test this the iRFCMs were placed into University of Hawaii’s

vacuum chamber overnight. While inside a near vacuum was maintained. In order to sim-

ulate a stressed state for the microcontrollers, commands to turn off and on the notches

and move the notches were issued every microsecond. Temperature sensors were placed on

several key locations, including the TUFF Master Booster’s microcontroller. Ideally, we

would have allowed the tests to continue until the temperature reached an equilibrium or

came close to leaving the device’s operating range. However due to time constraints, we

could not wait that long. When testing was stopped however, it was clear that the rate of

temperature leveling off below max opperating temperatures and we did not need to worry

about runaway heating for the TUFFs or the TUFF master. After the Vacuum testing, it

was determined that the TUFFs and TUFF Masters, inside of the iRFCMs, were ready to

be integrated into the instrument crate to be shipped to Antarctica.

3.4 TUFF Programming

Each microcontroller on each channel of each TUFF board needed to be programmed after

it was assembled. This was done using the software Code Composer Studio by Texis In-

struments and a TI flash programmer. On the back of each channel of each TUFF board

was a place to make electrical contact with the TUFF. The firmware for the TUFFs was

written at the Ohio State University by Patrick Allison. Each microcontroller needed to

be told which channel of the TUFF it belongs to. The identification also varied depending

on whether the TUFF was going to be the bottom (even) or top (odd) TUFF in its TUFF

sandwich. The bottom TUFF in a sandwich had its channels labeled 0-5, with channel 0

being at the bottom of the TUFF. The top TUFF in a sandwich had its channels labeled

from 6-11, with channel 6 being at the bottom of the TUFF. Table 3.1 shows the address

assigned to each channel within a TUFF. The address must be changed in the firmware for

programming each individual channel.
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Bottom TUFF Top TUFF

Channel Address Channel Address

00 0x01 06 0x41

01 0x02 07 0x42

02 0x04 08 0x44

03 0x08 09 0x48

04 0x10 10 0x50

05 0x20 11 0x60

Table 3.1: Table shows addresses for all 12 TUFFs in a signle TUFF Sandwich

3.5 TUFF Master, TUFF Master Booster and TUFF Loom

The TUFF Master is a commercial Tiva C series Launch Pad board by Texis Instruments

and it issues an iRFCM’s TUFFs commands. The TUFF Master Booster is a board designed

and constructed at the Ohio State University. It is responsible for Connecting the TUFF

Master with the TUFFs, incoming and outgoing serial connections and incoming power.

Figure 3.7 shows the TUFF Master and the TUFF Master Booster side by side. The

Master is on the right while the Master Booster is on the left. The pins of the Master plug

into the back of the Master Booster.

The TUFF Serial Loom board is a simple board designed to fan out commands from

ANITA’s CPU to all of the iRFCMs. It was designed and constructed at the Ohio State

University. Figure 3.8 shows an image of the TUFF Serial Loom board. It also transfers

any responses from the four iRFCM’s TUFF Masters back to the CPU.

3.5.1 TUFF Master Programming

The TUFF Master was programmed through a micro USB cable using the software Energia.

The firmware was written by Patrick Allison from the Ohio State University and Cosmin

Deaconu from the University of Chicago. Detailed instructions on how to program the

TUFF Master can be found in Appendix C.
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Figure 3.7: Photo shows the TUFF Master and TUFF Master Booster. The TUFF Master
is on the right, the TUFF Master Booster is on the left.

3.6 TUFF performance during ANITA-4 Flight

The TUFF’s notch filters were crucial to the ANITA-IV flight. Figure 3.9 shows when the

three programmable notches were active during ANITA-IV’s flight. Solid colors represent

the notches being enabled. Hatched black lines represent the notch being inactive. On

multiple occasions during the ANITA-IV flight the TUFFs notches were observed to greatly

assist in blocking out CW noise and thus reduce the trigger rate.

3.6.1 Notch 1 During Flight

During ANITA-IV’s flight, the 260MHz notch (notch 1) was on nearly continuously. ANITA-

III saw a strong CW signal at 260MHz throughout the flight due to military satellites. The

CW peaks that ANITA-III saw during flight can be seen in Figure 3.10. The same CW

signal was consistently present during the ANITA-IV flight as well, which is why Notch 1

was kept on for the vast majority of the flight. On December 14th 2016 Notch 1 was retuned

to be centered at 250MHz, then later that same day returned to 260MHz. This was done to
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Figure 3.8: Photo shows the TUFF Serial Loom board

Figure 3.9: Plot shows when the three programable notches were active during the ANITA-
IV flight. Solid colors mean the notch was active. Hatched black line mean the notch was
off. Notch 1 is red. Notch 2 is green. Notch 3 is blue [1].

counter act observed CW noise at 250MHz. For all of the rest of the flight however Notch

1 remained on and tuned to 260MHz.

3.6.2 Notch 2 During Flight

Like Notch 1, Notch 2 was on almost continuously during the ANITA-IV Flight, as shown in

Figure 3.9. However it was retuned many more times than Notch 1. During the ANITA-III

flight the observed CW peak at 380 MHz, shown in Figure 3.10, was intermittent. During

45



Figure 3.10: Plot shows the CW peaks at ∼260MHz and ∼380MHz observed by ANITA-III
[1].

the ANITA-IV flight however it was consistently present. This change was likely due to

the addition of more Military satellites into geostationary orbit between the ANITA-III

and ANITA-IV’s flights. Notch 2 was turned off only a few times during flight. The first

time was on December 2nd 2016. The second time was on December 19th 2016. It was

inactive for 16 minutes on December 2nd. Excess CW noise was observed in nearly all phi

sectors around 370 MHz and the Notch 2 was reactivated. It was inactive for 10 minutes on

December 19th. A dramatic rise in the trigger rate was observed and Notch 2 was turned

back on. Excess CW noise was also observed in several phi sectors during the 10 minutes

Notch 2 was inactive.

Notch 2’s frequency location was also moved several times during the ANITA-IV Flight

between December 6th and December 8th 2016. This was done to attempt to dynamically
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remove CW noise in the 360 to 390 MHz range. The attempts succeeded in lowering

ANITA’s trigger rate, and the notch was retuned to 380MHz for the remainder of the flight.

3.6.3 Notch 3 During Flight

Notch 3 was only used when ANITA was near large Antarctic bases. It was tuned to notch

out 460 MHz CW noise for the entire flight. Notch 3’s status during flight can be seen in

Figure 3.9. On December 2nd, Notch 3 was deactivated for a few moments, but quickly

turned back on because ANITA-4 was still near the McMurdo base.

3.6.4 Results from the TUFF being included in ANITA-IV

During the ANITA-III flight, the two methods of preventing dead time due to high trigger

rates were adjusting the individual signal band’s trigger thresholds in the L1 trigger (see

Sections 2.1.3 and 2.3.2) and phi masking (see Section 2.2.2). Lowering a signal band’s

threshold meant that more power was required to pass the L1 Trigger for any individual

channel, making triggers less frequent. Thus, ANITA loses sensitivity to lower energy signals

then it’s thresholds are lowered. Similarly, when phi sectors needed to be masked, no events

coming from that phi sector can cause a trigger. So like with adjusting thresholds, Turning

on phi masking causes a loss in sensitivity. Figure 3.11 shows the SURF DAC thresholds

in arbitrary units plotted against time for ANITA-III and ANITA-IV. Figure 3.12 shows

the fraction of the sky being masked by phi masking plotted against time for ANITA-

III and ANITA-IV. Due to the added frequency notching from the TUFFs, the L1 signal

band thresholds were consistently more stable and higher during the ANITA-IV flight when

compared against the ANITA-III flight. Additionally, less phi masking was required during

the ANITA-IV flight.

The reduction in phi masking and L1 band threshold adjustment both contribute to an

increase in livetime. ANITA experiments have two different types of livetime. The first

is digitization livetime. This takes into account the deadtime due to digitization of the

signals. Both phi masking and adjusting the L1 individual band thresholds are designed to

reduce the digitization deadtime by reducing the frequency of triggers. The second type is
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instrument livetime. The instrument livetime is the digitization livetime multiplied by the

fraction of unmasked phi sectors, after accounting for masked channels. Instrument livetime

accounts for the amount of azimuthal ice the experiment is sensitive to at a given time.

Figure 3.13 shows the digitization livetime for ANITA-III and ANITA-IV plotted against

time. Figure 3.14 shows the instrument livetime for ANITA-III and ANITA-IV plotted

against time. ANITA-IV has higher digitization livetime than ANITA-III, with 92.3%

digitization livetime compared to ANITA-III’s 73.7% digitization livetime. The TUFF’s

notch filtering kept trigger rates due to CW noise low enough to mitigate deadtime due

to digitization. The improvement in instrument livetime is even more dramatic. ANITA-

IV had an instrument livetime of 91.3%, while ANITA-III had an instrument livetime of

31.6%. That is nearly a factor of 3 improvement in instrument livetime. This incredible

improvement was achieved primarily due to the TUFF’s drastically reducing ANITA-IV’s

reliance on phi masking. Investigations into the effects of the TUFFs on neutrino sensitivity

are still underway.
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Figure 3.11: SURF DAC thresholds for a single channel in arbitrary units plotted against
time for ANITA-III (top) and ANITA-IV (bottom). A lower threshold corresponds to a
higher, and thus stricter, requirement on the power of the signal. The gray shaded regions
indicate when the ANITA payload was in line of sight of the NASA LDB Facility [1].
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Figure 3.12: The fraction of the sky being removed by phi masking during flight plot-
ted against time for ANITA-III (top) and ANITA-IV (bottom). The gray shaded regions
indicate when the ANITA payload was in line of sight of the NASA LDB Facility [1].
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Figure 3.13: The digitization livetime for ANITA-III (top) and ANITA-IV (bottom) plotted
against time. The gray shaded regions indicate when the ANITA payload was in line of
sight of the NASA LDB Facility [1].
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Figure 3.14: The instrument livetime for ANITA-III (top) and ANITA-IV (bottom) plotted
against time. The gray shaded regions indicate when the ANITA payload was in line of
sight of the NASA LDB Facility [1].
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Chapter 4

The Hybrid

As mentioned in Sections 2.1.2 and 2.4.2 the hybrids are a hardware component in the

ANITA-I and ANITA-IV trigger paths intended to convert the incoming H-pol and V-pol

signals into outgoing LCP and RCP signals. Figure 4.1 shows what the physical hybrid

looks like. The hybrids are Anaren Model 10023-3 military grade 3dB 90 degree hybrid

couplers encased in an aluminum shell. Incoming H-Pol signals go into the SMA input

labeled IN. Incoming V-Pol signals go into the SMA input labeled ISOL. Outgoing RCP

signals leave from the SMA output labeled 0 directly above the SMA input labeled IN in

Figure 4.1. Outgoing LCP signals leave from the final SMA output labeled -90.

4.1 How the Hybrid Works

The way the hybrids achieve the basis change is by delaying the phase of the incoming

signals by different amounts and then adding them together. Jones vectors in ket notation

define RCP and LCP respectively as [45]

|R〉 =
1√
2

(|H〉+ (−i) |V 〉) (4.1)

|L〉 =
1√
2

(|H〉+ i |V 〉) (4.2)

In equation 4.2, multiplying by i is equivalent to phase delaying the vertically polarized

signal by 90 degrees. This is something that can be implemented in hardware. However in
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Figure 4.1: Photo of a signal antennas hybrid.

equation 4.1, multiplying by −i is equivalent to moving the phase forward by 90 degrees.

That would be like moving something forward in time. It is not possible. So the hybrid must

not be doing exactly what equations 4.1 and 4.2 show. The important thing to preserve

when converting from H-pol and V-pol to LCP and RCP, or vise versa, is the relative

difference between the component signals. So as long as when converting to RCP the V-Pol

signal is phase delayed by 90 more degrees than the H-pol signal, and the opposite for the

LCP conversion, the transformations will work. This must be how the hybrid achieves its

goal. In addition, the hybrids are totally symmetric. If you swap the signals going into the

two different inputs, then the two outputs will flip as well. Equations 4.1 and 4.2 however

are not symmetric. Taking this information into account equations 4.1 and 4.2 can be

modified into:

|R〉′ = 1√
2

(|V 〉+ i |H〉) (4.3)
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|L〉 =
1√
2

(|H〉+ i |V 〉) (4.4)

Where the equation for LCP has remained the same, and the equation for RCP has

effectively been rotated by 90 degrees in phase space by multiplying the old equation by

i. This modification matches the symmetry of the hybrids. These new equations still have

rotations forward in phase, however. The key is that the difference of 90 degrees in phase

is maintained between the two signals. The way this works in the hybrids is that both the

incoming signals are delayed, but one of the incoming signals is delayed by 90 degrees more.

So for example you could image that one incoming signal is being delayed by 360 degrees

while the other is being delayed by 270 degrees.

4.2 Simulation of the Hybrid

Part of the ANITA analysis process is examining how a simulated version of our experiment

would preform at detecting simulated neutrinos. In order to do this, the ANITA collabo-

ration needs to simulate the entire signal path, including the hybrid. Using equations 4.3

and 4.4 makes this relatively easy.

The hybrid acts on a signals frequency component, thus in order to simulate the hybrids

effect on a time domain impulsive signal we need to get frequency domain information for

the simulated time domain data.

The most straight forward method to do this is to perform a Fourier Transform on

the real, time domain data (V-pol or H-pol). Multiply the frequency domain real and

imaginary data you get from your Fourier Transform by i. Then convert the frequency data

back into the time domain with an inverse Fourier Transform, and add it to its linearly

polarized counterpart (H-pol or V-pol). This works, but Fourier Transforms are fairly

computationally intensive.

The more computationally efficient way, and the way that it is currently being performed

in our ANITA analysis and simulation software, is to use a Hilbert transform. When you

take a Hilbert transform of real time domain data you get back a new set of real time
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domain data that has been delayed in phase by 90 degrees. This is exactly what we want.

It also reduces the number of transforms necessary from two to one, making it about 50%

more computationally efficient. In code what this looks like is represented by the following

equations.

R =
1√
2

(h(H) + V )

L =
1√
2

(H + h(V ))

(4.5)

Where h(x) is the Hilbert transform of an arbitrary real time domain set of data x. These

equations are a clear parallel of Equations 4.3 and 4.4 where now instead of multiplying

by i we are taking the Hilbert transform of the data. How this method of simulating the

hybrids compares to actual data will be discussed in Section 4.5

4.3 Characterizing the Hybrid

Though the hybrids were used in ANITA-I, a detailed study of their frequency response and

pulse transmission was not done until after it was decided that they would be integrated into

ANITA-IV to help our trigger deal with anthropogenic noise from geostationary satellites.

4.3.1 Experimental setup

In order to take detailed measurements of the hybrids frequency domain gain and phase,

a hybrid was attached to a Agilent Technologies E5062A 300kHz - 3 GHz ENA Series

Network Analyzer. At any given time only two of the inputs and outputs can be measured.

The remaining two ports on the hybrid were 50 Ω terminated. The two connected to the

network analyzer used equal length double sheilded coaxial SMA cables. Measurements of

the two cables connected to eachother by a male to male adapter were also taken. These

measurements were used to calibrate out loss in power and phase due to the cables and

anything internal to the Network analyzer to assure that all that anything we saw in our

data was due to the hybrid. For all combinations of hybrid ports, the Log Magnitude gain,
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phase, and group delay were measured for all scattering parameters, S11, S21, S12, and S22.

A typical experimental set up as well as a photo of the hybrid connected to the network

analyzer can be seen in Figure 4.2

Figure 4.2: Photo shows the hybrid connected to the network analyzer used to take fre-
quency domain measurements of the hybrid.

In addition to measurements of the frequency domain gain and phase, measurements of

the hybrids effects on an askarian neutrino signal like pulse were taken using a Tektronix

TDS7254B Digital Phosphor Oscilloscope. Figure 4.3 shows a diagram representing the

experimental setup used to achieve this.

A pulse generator was used for creating the initial Askarian like pulse. It was then

filtered though the same type of bandpass filter used in the ANITA signal path, a Lark

ENG 9AB Filter. The signal was then split with a 4 way Minicircuits splitter. Each of the

four paths were then passed through a high pass and low pass filter. Unfortunately our

lab only had access to one Lark 5AP Lowpass filter. As a substitute the other three paths

were run through a Minicircuits low pass filter. The Minicircuits filter is known to have a
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Figure 4.3: Diagram showing the experimental setup used to collect data on the hybrids
effect on an askarian like pulse.

different frequency response than the Lark 5AP filter used in the ANITA flight. However

because we are doing this to compare the hybrids effect on the pulse, the difference does

not matter. All four paths are run through a Lark 6AB Highpass filter. One of the paths

that used a Minicircuits lowpass filter and the path that used the Lark low pass filter then

continue on directly to the oscilloscope, through two SMA cables in a row each. The other

two paths go into the inputs of the hybrid. The outputs of the hybrid then go into the

oscilloscope. All wire lengths and types are matched for each path to account for delays.

This experimental set up is limited due to the fact that the same pulse is going into

both of the inputs of the hybrid. The main purpose however was to give a comparison point

to simulation, and in that, it is successful. Data was also taken with one of the input of

the hybrid and one of the outputs of the 4 way splitter being terminated in order to give a

second configuration to compare simulation against.

4.3.2 Measurements

Network analyzer data showed excellent agreement with expected hybrid behavior. A 3db

drop in signal is expected through the hybrid. Log magnitude frequency domain gain data
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is shown in Figure 4.4. Inputs and outputs of the hybrid are labeled ‘A’ ‘B’ ‘C’ and ‘D’

for convenience. The bottom left port labeled IN in Figure 4.1 is ‘A’. Labeling proceeds

alphabetically around the hybrid counterclockwise from there. On average the hybrid shows

about -3.25dB gain instead of the expected -3db. The hybrid has near perfect symmetry.

Data from A→C and from B→D, the long paths that cross the hybrid, have near identical

gain, this their two lines in Figure 4.4 matching nearly perfectly. Data from A→D and from

B→C, the short paths that do not crisscross the hybrid, also have near identical gain. The

gain from the long and short paths are anticorrelated with each other. As used in ANITA,

any output from the hybrid will be combining long and short path data together into an

output, so this anticorrelation should result in a flatter total gain in frequency.

Figure 4.4: Figure shows gain of the hybrid for the 4 different input/output combinations
possible. Average gain is ∼ -3.25dB.
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Phase delay data also matches ideal hybrid behavior very well. Figure 4.5 shows the

unwrapped phase of the long and short paths. As discussed in Section 4.1 we expect one of

the paths to be delayed 90 degrees when compared to the other. That is what we observe.

This is shown even more clearly in Figure 4.6, which shows the difference in phase between

the two different paths that combine to create the hybrid outputs. The difference in phase,

for both outputs, holds incredibly steady at 90 degrees up to about 1000MHz where it

starts to fall off some. All of the network analyzer data is clear evidence that the hybrids

are behaving as expected.

Figure 4.5: Plot shows the phase of the 4 relevant paths for a signal traveling through the
hybrid. A→C is the black line. A→D is the blue line. B→C is the green line. B→D is the
red line. The black and red lines lay directly on top of eachother. They are the short paths
through the hybrid. The blue and green lines also lay directly on top of eachother. They
are the long paths through the hybrid.

Examples of the hybrids effects on a pulse, as collected by the methods outlined in
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Figure 4.6: Plot shows the difference between the phase of the long paths through the hybrid
and the short paths through the hybrid. The purple line is the difference of the phase of
A→C and the phase of A→D. The green line is the difference of the phase of B→D and
B→C. Both lines are approximatly -90 degrees, which is what is expected of the hybrid.

Subsection 4.3.1 are shown in Figure 4.7. The top left shows the pulse entering the hybrid,

after passing through filters. The top right and bottom left show the pulses that exit the

hybrid. It is expected that these two pulses should look the same. The same signal entering

both ports ‘A’ and ‘B’ would be equivalent to ANITA seeing exactly equal H-pol and V-pol

signals. If both the H and V-pol signals are equal, then the LCP and RCP signals should

be equal to each other as well. The bottom right shows the 3 pulses overlaid on top of

each other. There is a delay in the peak of both outgoing pulses when compared to the

ingoing pulse, due to propigation through the hybrid. Both outgoing pulses are in line

with eachother. This pulse data will be used in Section 4.5 to compare hybrid simulations

against.
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Figure 4.7: The top left shows an askarian like pulse, as seen by the hybrid, directly before
entering the hybrid. The top right and bottom left plots show the pulses that exit the
hybrids created when both inputs are the pulse shown in the plot on the top left. The
bottom right shows the 3 pulses overlaid on top of each other.

4.4 Transforming data into a means of Data driven Simulation

Using the Network analyzer data discussed in the previous section should contain all of

the information necessary to accurately transform signals entering the hybrid into signals

exiting the hybrid. The first step is to take the phase frequency domain data, and the gain

frequency domain data for each frequency and combine them into a single complex number.

This can be done with equation 4.6.

S(fi) = 10
Gain(fi)

20 (cos
π

180
PhaseDelay(fi) + i sin

π

180
PhaseDelay(fi)) (4.6)

This needs to be done for each of the four different hybrid paths, so that sets of data

for SA→C(fi), SA→D(fi), SB→C(fi), and SB→D(fi) are generated. These are effectively

transfer functions for each of the possible paths though the hybrid.

The next step is to Fourier transform the time domain data you want to simulate passing

through the hybrid. ANITA uses the hybrid to convert incoming H and V-pol signals into
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outgoing LCP and RCP signals, so let us refer to our incoming data as V (ti) and H(ti). For

this example the H(ti) data will be entering the hybrid at port A and the V (ti) data will

be entering the hybrid at port B. The Fourier transformed data is then ˆV (fi) and ˆH(fi).

At this stage care must be taken to assure that the ˆV (fi) and ˆH(fi) data and the

SA→C(fi), SA→D(fi), SB→C(fi), and SB→D(fi) data have the same frequencies. In all

likelihood they do not. If they do not then the S(fi) data must be interpolated so it will

match the ˆV (fi) and ˆH(fi) data’s frequencies.

Now multiply the Fourier transformed data by the transfer functions for each of the

possible paths for each of the frequency data positions. This will result in the components

of the outgoing signal that originate from each of the inputs. The two paths that combine

to form an output signal can not be added together in the frequency domain however.

The data must be inverse Fourier transformed back into the time domain, and then added

together.

L(ti) = F̂( ˆH(fi) ∗ SA→C(fi))) + F̂( ˆV (fi) ∗ SB→C(fi))

R(ti) = F̂( ˆH(fi) ∗ SA→D(fi))) + F̂( ˆV (fi) ∗ SB→D(fi))

(4.7)

Where the Fourier and inverse Fourier transforms are represented by:

ˆX(fi) = F(X(ti))X(ti) = F̂( ˆX(fi)) (4.8)

If the ports that the V-pol and H-pol signals are entering from are switched then so too

are the ports that the RCP and LCP are exiting from. In our example with H-pol singals

entering through port A, and V-pol signals entering through port B, LCP signals will be

exiting from port C, and RCP signals will be exiting from port D. This can be seen by

comparing Equations 4.7, 4.3 and 4.4 with Figure 4.5. The long paths through the hybrid

are delayed 90 degrees more than the short paths. This means that multiplying by the S(fi)

for a long path is like multiplying those paths by i. Thus reproducing the effects expected

from Equations 4.4 and 4.3.
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4.5 Ideal simulation verses Data driven simulation

Both of the methods of simulating the hybrid outlined in the previous sections reproduce

the observed effects the hybrid has on Pulse data incredibly well. Figure 4.8 shows the pulse

data measured to be coming out of the hybrid compared to the ideal simulation method

outlined in Section 4.2. The Ideal method slightly over estimates the peaks, but does much

better than necessary for ANITA data. Real and simulated ANITA data has so much noise

this amount of precision is unnessesary. The simulation peaks in Figure 4.8 were lined up

artificially with the measurements by adding in a roughly 2.4 ns delay to the simulated

data. Note however that the pulses coming out of C and D, though not shown here, are

aligned with eachother.

Figure 4.9 shows a comparison between the data driven method of hybrid simulation

and actual measured pulse data. The data driven method also matches measurements to

well within ANITA’s margins of error, given the amount of noise in ANITA data. It does

seem to match slightly worse on some of the mid amplitude peaks than the ideal method.

Figure 4.10 shows both simulation methods as well as the measured pulse data.

One might assume that the Data driven method would be superior because it takes into

account any non ideal behavior of the hybrids. In practice however, while both methods

match the hybrid’s outputs well enough, the Ideal simulation method does a slightly better

job. One advantage the Data Driven simulation method has is that it correctly reproduces

the time delay caused by the hybrid in the signal, whereas the Ideal simulation method does

not. The Ideal method however is more than two times as computationally efficient, and is

already implemented into both AnitaTools and IceMC. The Data Driven method requires

one additional transform, the storage of four arrays of complex numbers, and additional

interpolation.

The hybrids preform nearly ideally within their operating range. Their behavior is now

well understood. If simulation of their effects on data is needed (for example, ANITA-II

and ANITA-III did not have the hybrids on board to look at LCP and RCP signals) then

I would recommend using the methods built into AnitaTools and IceMC or implementing
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Figure 4.8: Figure shows the simulated Hilbert method (in black) compared to data of the
input pulse processed by the hybrid (in red) for a pulse coming out of C. Peaks were aligned
by hand by adding a few ns offset to the black line.

the Ideal Hilbert method outlined in Section 4.2.
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Figure 4.9: Figure shows the simulated datadriven method (in blue) compared to data of
the input pulse processed by the hybrid (in red) for a pulse coming out of C.
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Figure 4.10: Figure shows the simulated Hilbert method (in black) and the simulated
datadriven method (in blue) compared to data of the input pulse processed by the hybrid
(in red) for a pulse coming out of C.
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Chapter 5

The ANITA-III Binned Analysis

This chapter is a detailed description of the ANITA-III binned analysis. Analysis of the

full data set is still ongoing. Initial results from the 10% data set are discussed, as well as

results from analysis of the low sensitivity sideband Healpix bins, and the full 90% H-pol

data.

5.1 Past Analyses

This chapter is about a neutrino search using a binned analysis of the ANITA-III data set.

However, before this analysis there have been several ANITA flights and different analysis

methods. Before we talk about the ANITA-III binned analysis neutrino search, this section

will briefly discuss the past neutrino searches done on ANITA data sets that led to this

analysis.

5.1.1 Clustering Analysis

The primary analysis preformed on the ANITA-I and ANITA-II data was a clustering

analysis. The clustering analysis relies on the assumption that we do not expect many

neutrino signals to be coming from the same area of the ice, while we do expect many

anthropogenic signals from the same area of the ice. When multiple events are detected

from the same area of the ice, it is assumed to be a base or hotspot for human activity,

and those events are cut. It is Abby Vieregg’s ANITA-II clustering analysis that led to the

ANITA Collaboration’s published neutrino limits (seen in figure 1.3) [38].
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5.1.2 The ANITA-II Binned Analysis

Following Abby Vieregg’s ANITA-II clustering analysis, Brian Dailey worked to develop an

alternative to the clustering method. Instead of removing any events observed near other

passing events, this new binned method relies on nearby events to estimate the background

ANITA observes in that area of the ice. Healpix was used to split Antarctica into roughly

50 equal area bins, each of which had its own background estimate calculated. Using those

backgrounds, a linear discriminate cut which combined the event’s SNR and correlation peak

was optimized for each bin to give the strongest limit on neutrino models possible. After

setting the analysis cuts on the 10% data sample, and analyzing the 90% data sample,

approximately 20 V-pol events were observed on an expected background of 2.6 [46]. A

neutrino limit was never set, however, the events that Brian saw passing in his 90% data

set have informed future binned analyses on how to improve moving forward.

5.2 The ANITA-III Binned Analysis

The ANITA-III binned analysis was started by Sam Stafford in late 2016/early 2017. It up-

dated Brian Dailys ANITA-II Binned Analysis for the ANITA-III flight by adding additional

cuts based on circular polarization information and sun reflections off the ice. It however

saw several events passing even in the 10% training data set, and so it was determined

that further investigation was needed before analysis could proceed to the full data set [47].

That is where my analysis comes in. I have added several systematic uncertainties to the

calculation of our background estimate, as well as an additional cut on events believed to

have been influenced by satellite CW noise, with the help of Oindree Banerjee. In addition,

the binned analysis now has an additional layer to its optimization of the linear discriminate

cut intended incorporate the results found in all of the Healpix bins into the optimization.

The orientation of the Healpix bins has, in the past, always just been the Healpix default.

An optimization of Healpix orientation was added, to check for orientations that better fit

the data ANITA-III collected during flight. A detailed description of the entire analysis

follows.
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5.2.1 Healpix

Just like in the ANITA-II binned analysis, this analysis uses Healpix to cut Antarctica into

smaller sections. Healpix works by cutting a sphere into 12 base pixels of equal area. Then

to get finer, smaller pixels each of those 12 base pixels is cut into 4 new smaller equal area

pixels. This is repeated, yielding ever smaller sections of the sphere. The order of a given

healpix map is the number of times the pixels have been cut into four smaller pixels [48].

An order 0 healpix map has 12 pixels. An order 1 healpix map has 12 ∗ 4 = 48 pixels. An

order 3 Healpix map has 12 ∗ 43=768 pixels. Figure 5.1 gives a visual representation of

the process of splitting larger pixels into smaller ones, as well as offering an example of the

shape and organization of the pixels. For our analysis we are using an order 4 Healpix map

with 3072 pixels. We commonly refer to our pixels as Healpix bins. All Healpix pixels are

approximately equal area and organized into equal latitude rings.

5.2.2 Blinding Strategy and Data Sets

To avoid biasing ourselves while setting up and optimizing our analysis cuts, we look at the

data in stages. The first data set we use is the 10% data set. This data set consists of one

of every ten events spread throughout the duration of the flight. All of our analysis cuts

are set and/or optimized on this 10% data set.

The next data set, and our first step of unbinding, is to look at the 90% data set for the

Healpix bins which are cut from our analysis for having low sensitivity to neutrinos. These

are bins that should have a characteristic background sample for the 90% data set. Using

these few Healpix bins the analysis cuts are tweaked and tuned to better reject background

as necessary.

After this, we look at the 90% H-pol data set. We do not expect neutrinos in this data

set, while we do expect cosmic rays. A preliminary ANITA-III UHECR search found well

over a dozen. In order to further refine our background cuts using this data set we will

attempt to identify cosmic ray events using methods refined by other analyses.

The final data set is the full 90% V-pol data set. At this point our analysis cuts are set
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Figure 5.1: Top Left shows an order 0 Healpix map with 12 pixels. Top Right shows an
order 1 Healpix map. Bottom right shows an order 2 Healpix map, while the bottom left
shows an order 3 Healpix map. Dots represent the pixel centers. All pixels are of equal
area, and bin centers lay on equal latitude rings [48].

and events that pass, pass. Assuming a number of events pass our cuts, which are consistent

with our background estimate, a limit on neutrino models will be set.

5.2.3 The Calculation of Analysis Parameters

Before events can be analyzed and potentially cut, the raw information collected by ANTIA-

III needs to be transformed into several important analysis parameters. For our analysis of

ANITA-III data, these parameters are calculated for all 4 polarizations, V-pol, H-pol, LCP,

and RCP.
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ANITA Data

The majority of the data an ANITA flight collects is stored in ANITA’s payload on disks,

until those disks are recovered. Once the disks are recovered the data is reformatted into

a ROOT analysis database. The database stores data in two TTree tree objects. A header

tree (headTree) stores single valued data, such as event number, trigger time and phi sector

masks. An event tree (eventTree) contains uncalibrated time domain waveforms for all 96

data channels and 12 SURF clocks. Other data trees store information about the payloads

orientation and position, and data from on board temperature and voltage sensors [47].

Filtering

ANITA-III saw persistent CW noise throughout its flight. One method for dealing with this

is by filtering the raw waveforms received from eventTree. The geometric filter developed

by Brian Dailey [46] is used to do this. The geometric filter looks at the waveform in the

frequency domain and notches out the peak power. CW noise appears as a strong peak in

the frequency domain, while the impulsive signals ANITA searches for are spread out in the

frequency domain. This approach is some what analogous to ANITA-IV’s TUFFs, discussed

in chapter 3. Though the geometric filter acts well after triggering in software, while the

TUFFs filter in real time, in hardware, before triggering. The area notched out is filled

in to smooth the waveform and prevent artifacts when transforming the signal back into

the time domain. The geometric filter also subtracts off the CW phasor from the complex

frequency domain waveform to correct the phase for the removal of the CW peak. Figure

5.2 shows an example of a pre filtered waveform in black, and the waveform after filtering

in red. After filtering, interferometry is performed on the waveforms.

Interferometry, Finding the Arrival Direction of Signals

Any two of ANITA’s antennas that see the same impulsive signal should have some time

delay between the observed signals. It just takes the signal slightly longer to reach one

of the antennas that it does to reach the other. The length of that time delay can be
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Figure 5.2: Top shows the geometric filter at work removing a CW peak from a frequency
domain gain waveform. The waveform is in black, while the waveform after filtering is in
red. The geometric filters fit to the CW noise is in blue. Bottom shows the same thing for
the frequency domain phase [46].

used to narrow down the direction that the signal originated from, as shown in Figure 5.3.

Every additional antenna that sees a signal offers additional pointing information. In a

perfect world, with no noise mixed into a signal, just three antennas seeing an impulsive

signal would be enough to point back to where that signal came from. In practice however,

finding the time delay between antennas is not trivial. ANITA usually observes a strongly

impulsive signal with between 6-12 antennas [47]. Using all of the different antenna pairs,

the arrival direction is determined as best as possible by summing all of the correlation maps

found from individual antenna pairs, and choosing the point with the highest correlation

value as the arrival direction. This is the event pointing used in our analysis cuts. Figure

5.4 shows an example of the correlation map from a calibration pulser.

Correlation Peak

The value at the peak of this summed correlation map is the correlation peak used in our

analysis cuts.
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Figure 5.3: Figure displays the circle that can be drawn using two antennas with a baseline
b and a time delay of ∆τ between the arrival time of the signal [47].

SNR

Once the arrival direction is determined, each antenna pair has a time delay determined

from that arrival direction. Coherently summed waveforms are created using those time

delays. The signal to noise ratio of an event is calculated from the coherently summed

waveforms of that signal. ANITA-III saw impulsive relics after impulsive signals, so the

area before the impulsive signal was used to estimate the noise of the signal from a 10ns

window. Figure 5.5 shows the 10ns window used to calculate the noise, while the signal is

calculated as one half the peak to peak amplitude of the pulse.

Hilbert Peak

If the observed coherently summed waveform is V (t), then the magnitude of the analytic

signal of V (t), A(t) is a measure of its instantaneous power [47]. A(t) is defined in equation

5.1

A(t) = V (t) + iH(t) (5.1)

Where H(t) is the Hilbert transform of V(t). The Hilbert peak is then the peak in the

magnitude of A(t).
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Figure 5.4: The top shows the correlation map from an WAIS calibration pulse. The bottom
shows the frequency power spectrum of the coherent sum reconstruction [47].

Healpix bin and Healpix weight

One of the features of the binned analysis is that we spilt events in different Healpix bins.

The Healpix bin in which an event falls is determined by tracing its pointing back to

the surface of Antarctica. Using functions written in ANITATools by Ryan Nichol and

BEDMAP2, a map of the surface of Antarctica, the location at which the event came out of

the ice is found. This location in longitude and latitude can be used to find which Healpix

bin an event falls in. Events that are very close to the boundary between Healpix bins are

assigned a weight based on how much of a one standard deviation error ellipse around the

event, based on uncertainty in the events pointing, is inside of the Healpix bin. Events that

fall entirely inside of one Healpix bin have a weight of one.

5.2.4 Quality Cuts

Now that I have discribed our main analysis parameters, and how they are found, we can

talk about our data cuts. Quality cuts are the very first stage of cuts. They are used to
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Figure 5.5: Figure shows a waveform from a calibration pulse. The blue box shows the
region used to calculate the noise of the waveform, while the green line shows the average
value averaged over all waveforms [47].

remove events that prevent effective interferometry. The quality cuts remove about 50%

of recorded events while removing about 25% of simulated neutrinos with an SNR greater

than 5.0. Table 5.1 shows the events cut in both V and H-pol for all of the quality cuts.

No Trigger Cut

The no trigger cut just requires the recoded event to have a trigger. If the event did not

cause a hardware trigger, then it is cut.

Trigger Type Cut

This cut requires the trigger type to be a radio frequency (RF) trigger. Events that are not

RF triggers are cut.

SURF Saturation Events

The SURF’s operating range only extends up to 1.5 V. If an event’s waveform goes beyond

that operating range, it can become distorted[38]. Due to this, events with more than three

waveforms that exceed 1.5 V are cut.
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DC-Offset Events

Some events have waveforms with noticeable DC offsets. This is thought to be due to

digitization problems[38]. If an event has a mean value in their waveform of greater than

100 mV in any channel, it is cut.

Short-trace Events

A complete waveform in ANITA-III has 240 data entries or samples. If an event has less

than 240 samples for any reason, it is considered incomplete and cut.

Payload Blast Events

Payload blast events are events that appear to be coming from behind ANITA’s antennas

from the payload itself. They are both impulsive and often have a high SNR. Because of

these features, payload blast events can be quite problematic to our analysis. Both this

cut and the nadir noise events cut are designed to remove payload blast events. This cut

removes events that L3 trigger across 6 or more phi sectors. Payload blasts are able to

trigger many channels spread out dramatically in direction because they come from behind

the antennas, the direction the individual antennas are facing does not matter much when

the source is so near.

Nadir Noise Events

Though ANITA-III does not have a true ‘Nadir’ ring now that the experiment’s bottom

ring has been updated to include 16 antennas, like the middle and top rings of past flights,

this cut is the same as it was in Abby’s and Brian’s ANITA-II analysis. Thus the name has

not changed. This cut is designed to remove events with significantly more power in the

bottom ring than in the top ring, another characteristic of an event very near the antenna.

If the maximum peak voltage in the bottom ring, is less than one half the maximum peak

voltage in the top ring, the event is cut.
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Table 5.1: This table shows the number of events cut by each of the quality cuts. ‘As first
cut’ shows the amount cut by that quality cut if it takes place first. ‘As ordered cut’ shows
the amount cut by that quality cut if it takes place in order. ‘As last cut’ shows the amount
cut by that quality cut if it takes place as the last quality cut. The number columns are
the number of events cut, while the fraction columns show the fraction of events cut.

5.2.5 Stage 1 Analysis Cuts

Stage 1 analysis cuts are the first stage of analysis cuts. They are direction based, removing

events that reconstruct in directions we should not see neutrinos from, or directions we

expect to see a large amount of noise from. Table 5.2 shows the number of events (which

survived the quality cuts) cut by any of the stage 1 analysis cuts. Stage 1 analysis cuts

remove about 95% of events while removing about 30% of simulated neutrinos with an SNR

greater than 5.0. This allows for much faster data processing in subsequent steps of the

analysis.
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Solar Reflection Cut

The reflection of the sun off of the ice is a hot spot for noise events [47]. Events that point

to within 5 degrees of the sun’s reflection are cut.

Localization to Continent Cut

For this ANITA-III neutrino search, we only expect to see neutrino signals from the ice.

Thus events that do not reconstruct back to the continent are cut.

Elevation Angle Cut

ANITA-III’s antennas have a 6dB fall off at 22.5 degrees, and the point to 10 degrees below

the horizon. This means any signals arriving from below -35 (slightly more than 22.5 + 10)

degrees should be greatly reduced in power. Many of the events we do see from those angles

are misreconstructions. Events that reconstruct to angles above the continent are similarly

thought to be misreconstructions [38]. Events that reconstruct to above 6.0 degrees below

the horizon, or below 35.0 degrees below the horizon are cut.

Triggering Phi-sector direction Cut

Another sign of a misreconstruction is an event that reconstructs to a phi sector in which

it did not cause a L3 trigger. Events that do not trigger in the phi sector they reconstruct

to are cut.

Calibration Pulsar Cut

Events originating from WAIS and LDB are cut if their nanosecond timestamp is consistent

with the calibration pulsars at those locations.

5.2.6 Stage 2 Analysis Cuts

Stage 2 analysis cuts remove events with characteristics in their SNR, correlation peak or

Hilbert peak that are not consistent with neutrino signals. Table 5.3 shows the number of
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Table 5.2: This table shows the number of events cut by each of the stage 1 analysis cuts.
‘As first cut’ shows the amount cut by that analysis cut if it takes place first. ‘As ordered
cut’ shows the amount cut by that analysis cut if it takes place in order. ‘As last cut’ shows
the amount cut by that analysis cut if it takes place as the last stage 1 analysis cut. The
number columns are the number of events cut, while the fraction columns show the fraction
of events cut.

events (which survived the stage 1 analysis cuts) cut by any of the stage 2 analysis cuts. The

stage 2 analysis cuts remove about 73% of events, while removing about 25% of simulated

neutrinos with an SNR greater than 5.0.

Ratio of Highest Peak Cut

Neutrino signals are expected to be highly impulsive, which should render as a single distinct

peak in the correlation map. CW and thermal noise, however, are expected to produce

multiple peaks [47]. If the ratio of the second largest to largest peak in the correlation map

is less than 0.9, then the event is cut.
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Correlation Peak Cut

A highly impulsive event should have a large peak value on its correlation map [47]. Events

with a correlation peak value below 0.04 are cut.

Hilbert Peak Cut

Impulsive events should have the majority of their power concentrated over a small window

in time. They should also have a high peak power value within that time window. The

Hilbert peak is a measure of both of these. Events with a Hilbert peak value below 25 are

cut.

Satellite Stripe Cut

Noise from geostationary military satellites is a significant problem for ANITA-III. To

counter act this a new analysis cut was developed. It is believed that satellite CW noise

boosts the correlation peak values of events and biases their reconstruction towards the

satellite’s location. This effect can be seen in Figure 5.6. When events are plotted on an

event φ reconstruction direction vs ANITA’s payload longitude plot. distinct stripes in the

density of the map are observed. These stripes are strongest when looking at the recon-

structed φ in the LCP, which is the same as the polarization of the Satellite’s CW noice.

At some longitudes certain satellites are not observable to ANITA’s payload, and thus the

stripes associated with those satellites drop out of Figure 5.6.

To remove events effected by this satellite contamination, events which fall within one

of these satellite stripes, and are stronger in LCP than in RCP in their correlation peak,

and the satellite is visible to ANITA when the event was observed are cut. The ratio of

LCP/RCP that is cut on varies between stripes, but for most stripes is approximatly 1.5.

5.2.7 Final Analysis Cuts

The final analysis cuts include any analysis cuts that have been optimized for, or that need

to happen after the optimization of other cuts. This includes the binned analysis’s main
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Figure 5.6: Image shows the increased density of events at specific linear combinations
of payload longitude and event phi. These over densities appear as stripes in the plot.
This effect is believed to be caused by satellite influence. The same effect shown here in
ANITA-II’s R-pol can be observed in ANITA-III’s L-pol. An ANITA-II image is shown
here because the stripes are more well defined in the 90% sample than in the 10%. Figure
made by Oindree Banerjee.

cut, the linear discriminate cut. Table 5.4 shows the number of events (which survived the

stage 2 analysis cuts) cut by any of the final analysis cuts. The final analysis cuts remove

about 99.9% of surviving events, while removing only about 10% of simulated neutrinos

with an SNR greater than 5.0.

Circular polarization Peak Separation Cut

The threshold for the circularly polarized peak separation cut was optimized for by Sam

Stafford, as described in section 5.2.10, for the ANITA-III binned analysis. This cut removes

an event if the correlation peak in LCP is more than 46 degrees from its correlation peak

in RCP.
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Table 5.3: This table shows the number of events cut by each of the stage 2 analysis cuts.
‘As first cut’ shows the amount cut by that analysis cut if it takes place first. ‘As ordered
cut’ shows the amount cut by that analysis cut if it takes place in order. ‘As last cut’ shows
the amount cut by that analysis cut if it takes place as the last stage 2 analysis cut. The
number columns are the number of events cut, while the fraction columns show the fraction
of events cut.

Circular polarization Peak Strength Cut

Like the circular polarization peak separation cut’s threshold, the threshold for the circular

polarization peak strength cut was also optimized for by Sam Stafford, as described in

section 5.2.10. An impulsive event in V-pol should have its power split up fairly evenly

between LCP and RCP. The cut removes an event if either the LCP or RCP peak is

below 0.015. In practice these two circular polarization cuts primarily remove thermal

noise. There is no reason for thermal noise to have a correlation in peak reconstruction or

strength between any of their polarizations.
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Linear Discriminate Cut

The linear discriminate cut is this analysis’s main cut. If the linear discriminate value for

a given event is below some threshold (usually referred to as the cutVal) than the event is

cut. The linear discriminate value is a linear combination of the events SNR and correlation

peak value, and is defined as shown in equation 5.2

Linear discriminate = SNR− slope ∗ Correlation Peak (5.2)

The slope in equation 5.2 was optimized for by Sam Stafford as described in section

5.2.10 and is -6.0. The value for cutVal is optimized separately for each Healpix bin, as

described in sections 5.2.10 and 5.2.10.

Cut on events in cut Healpix bins

Individual Healpix bins can be cut for several different reasons. If an event is in a Healpix

bin that is cut, then that event is also cut.

The first cause for a Healpix bin to be cut is if it does not have at least 5 bins (histogram

bins, not Healpix bins) with data to be fit to obtain our background estimate with the

process described in section 5.2.8. If we cannot get a background estimate for a Healpix

bin it is not possible to use that bin to set a neutrino limit.

The second cause for a Healpix bin to be cut is if the fit found from the process described

in section 5.2.8 returns a bad p-value. The process of finding a fit’s p-value is described

in section 5.2.8. If the p-value for a Healpix bin’s fit is less then 0.05, or greater than

0.999 then we do not consider the fit good enough to accurately represent the data, and the

Healpix bin is rejected.

The third cause for a Healpix bin to be cut is if the Healpix bin has a background

estimate greater than 1.0. If the background estimate for an individual bin is that large,

then that Healpix bin will not be able to help us set a lower limit, and is thus cut.

The forth and final cause for a Healpix bin to be cut is if the Healpix bin has very

low neutrino sensitivity. We base our estimate for neutrino sensitivity for a Healpix bin
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(a) Status of Healpix bins in the V-pol channel
analysis.

(b) Status of Healpix bins in the H-pol channel
analysis.

Figure 5.7: Blue Healpix bins are kept in the analysis. All others are cut for various reasons
identified by their color. The light blue/gray Healpix bins cut for low sensitivity will later
be used as a sideband before examining the full 90% data set.

off of how many simulated neutrinos passing all cuts before our linear discriminate cut are

coming from that area of the ice. More simulated neutrinos means that area of the ice

is more sensitive to neutrinos. The least sensitive 1% of Healpix bins (after all previous

Healpix bin cuts) are removed for low sensitivity. These few Healpix bins can be used as a

sideband later in the analysis.

Figure 5.7 shows a map of which Healpix bins are kept, and for what reason the other

Healpix bins are cut overlaid on top of an outline of Antarctica. 22 Healpix bins are kept

in the V-pol channel analysis. 12 Healpix bins are kept in the H-pol channel analysis.

Cut on events with a weight less than 0.5

Events with an event weight of less than 0.5 are cut. An event weight of less than 0.5

corresponds to the event being less than 50% likely to have come from the Healpix bin it is

seen passing in. We want passing events to pass in the Healpix bin the are mostly within.
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Table 5.4: This table shows the number of events cut by each of the final analysis cuts. ‘As
first cut’ shows the amount cut by that analysis cut if it takes place first. ‘As ordered cut’
shows the amount cut by that analysis cut if it takes place in order. ‘As last cut’ shows
the amount cut by that analysis cut if it takes place as the last final analysis cut. The
number columns are the number of events cut, while the fraction columns show the fraction
of events cut.

5.2.8 Background estimate

An crucial component of the binned analysis is obtaining an estimate of the expected back-

ground for each healpix bin. In order to do this, we would like to fit a function that matchs

the distribution of events observed passing our quality cuts and analysis cuts. This back-

ground estimate combined with our simulated data set will help us inform where to place

our main cut, the linear discriminate cut. Due to its relationship with the linear discrim-

inate cut we represent the data at this stage of the analysis as a histogram in the linear
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combination of the variables plotted for the linear discriminate cut, as shown in equation

5.3.

LD = SNR− LDslope ∗ Correlation Peak (5.3)

How LDslope was determined will be addressed in detail in section 5.2.10. The SNR

is the signal to noise ratio of the event’s peak for the given polarization. The Correlation

Peak is the peak correlation value for the given polarization. Figure 5.8 shows an example

of the data being fit, along with an exponential fit to the data.

Figure 5.8: Figure shows an example of the LD histogram being fit by an exponential decay
function for Healpix bin 3004 in the V-pol channel. Data points are in blue. The best fit
is in red. The vertical red line is the optimized y-intercept cut threshold for the linear
discriminate cut (before the overall optimization).

The Functional form chosen to fit the observed distributions is an exponential decay.

During the original ANITA-II Binned Analysis it was observed that the data fell off very
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quickly for higher values of LD and the fall off after the peak appeared to be linear on a

log plot. Both of these features match the characteristics of an exponential decay.

The data was fit from the second data point after the peak of the histogram, out to

include up to 23 histogram bins with zero data. The data was fit by the functional form

shown in equation 5.4 where a and b are the two fit parameters, and x is the x axis value,

or the linear combination of correlation peak and SNR from equation 5.3.

fit(x) = ea+b∗x (5.4)

The data is fit using the Minuit2 migrad minimization, where the equation being mini-

mized is a negative log likelihood equation assuming Poisson like non integer values.

Likelihood = fit(xi)yi + yi ∗ ln
yi

fit(xi)
(5.5)

xi and yi represent the x axis, and y axis values for the ith data point as seen in Figure

5.8. The likelihood shown in equation 5.5 has been simplified using the first few terms of

an expansion. Values for a, b, σa and σb are obtained from the migrad fitting algorithm.

Once the best fit has been determined, and the y-intercept for the linear discriminate

cut has been chosen, the background is obtained by integrating the best fit from the linear

discriminate cut to infinity. Assuming the parameter b has a negative value, which it always

should for a decaying exponential, the integral can be simplified down into equation 5.6,

where CutVal is the y-intercept of the lidear Discriminate cut.

Background Estimate =
−1

b
∗ exp(a+ b ∗ CutV al) (5.6)

In our ANITA-III Binned Analysis, we obtain our background estimates from a 10%

data set, so to obtain a background estimate for the number of events we expect passing,

for a given Healpix bin in the 90% data set, we would multiply the result of equation 5.6

by a factor of 9.
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Fit Validation: P-values

In order to use our exponential fit as a background estimate, it is important to validate

that our data behaves like our model does. To do this we do a p-value test. We generate

many sets of random pseudo experiment data by treating the exponential fit as a probability

distribution. Each pseudo experiment has the same number of events as the actual fit data

does. The likelihood of the original exponential fit fitting this new pseudo data is then

found.

Fit Log Likelihood =
∑
i

f(xi)yi + yi ∗ ln
yi

f(xi)
(5.7)

Where xi and yi are the x and y coordinates of the ith data point, and f(x) is the value

returned by the fit at an arbitrary position x. The percentage of pseudo experiments that

return a lower log likelihood value than our original fit is then calculated, and that is our

p-value. Figure 5.9 shows an example of a histogram created from pseudo experiments’ log

likelihood values. The red line is the log likelihood value of that Healpix bin’s actual data.

Figure 5.10 shows the distribution of p-values found for all Healpix bins with sufficient

data to be fit. If our exponential fit is a good model of the data then one would expect a

flat distribution of p-values, which appears to be what we observe (for Healpix bins with a

p-value greater than 0.05).

5.2.9 Background Estimate Systematic Uncertainty

There is a lot of uncertainty that comes from this background estimate however. First of

all, the data is not perfectly fit by an exponential decay. This means there are uncertainties

in the fit parameters which can be propagated on into uncertainties in the background

estimate.

Additionally because we used a 10% data set to create our background estimate, it is

possible that the events in the 90% data set will not fall in exactly the same healpix bins,

thus altering our expected number of events in each bin. We try to take account of this by

calculating the spillover of events between bins.
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Figure 5.9: Plot shows a histogram of log likelihood values for p-value pseudo experiments.
The original fits log likelihood is the red vertical line. This plot is from Healpix bin 3004
in the V-pol channel.

We also attemplt to account for any bias created by our specific choice of our fit model.

We chose an exponential decay, which has one of the steepest decays of any simple function.

To attempt to account for any uncertainty from this choice we compare our background

estimates from an exponential fit with the background estimates we would obtain for a

power law fit.

Fit Parameter Uncertainty

Using Minuit2 we obtain the uncertainty in both of our fit’s parameters. These two pa-

rameters however not only correlated, but it is also possible that their uncertainties are

not symmetric. To take into account these complications when propagating the parameter
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Figure 5.10: Plot shows a histogram of p-values found from different Healpix bins in the
V-pol analysis channel. Healpix bins which were not fit due to insufficient data are plotted
as having a 0 p-value here, so the first bin should be ignored. The approximately flat nature
of this histogram implies that an exponential fit is a good model of our data.

uncertainties to the background estimate, instead of relying on the parameter uncertainties

we obtain the one standard deviation error contour from Minuit2. This gives us an error

ellipse for the two parameters.

Due to the non-linearity of the relationship between the fit parameters and the back-

ground estimate, instead of explicitly propagating the errors, we simply use simulation to

find the uncertainty in the background. In order to do this we need to create a two dimen-

sional probability distribution function to draw random parameter values from, taking into

account their correlation. Using the error ellipse from Minuit2 we can do this following the

procedure outlined in Appendix C.

To calculate the uncertainty due to the parameters we draw N pairs of fit parameters

from the two dimensional PDF, and calculate the random background estimate those pa-

rameters give. This results in a distribution of N different random background estimates.
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To find the one standard deviation error bars the distribution is treated as a CDF. The

lower background limit is the value where 15.8% of the background distribution is below

that value. Similarly, the upper background limit is the value where 84% of the background

distribution is below that value. To turn these limits into background error bars the actual

background estimate must be subtracted from them. These error bars are reported but not

actually used. The random backgrounds created from this method however are then further

modified by the other systematic uncertainties.

Uncertainty due to Spillover of events between Healpix Bins

If every event in the 10% data set represents nine events in the 90% data set, then we expect

those other nine events to be distributed around the 10% data set event. This means that

some of those nine events could point back to different Healpix bins. In order to account

for that possibility in our background estimate we calculate the spillover between bins.

The first step in calculating the spillover is to, for each event (that has passed our quality

and analysis cuts) create a grid in θ and φ around the events actual θ and φ. ANITA-III has

an uncertainty in φ of approximately 0.5 degrees, and an uncertainty in θ of approximately

0.25 degrees. Uncertainties in θ and φ are assumed to be Gaussian. In order to densely

sample those uncertainties, a grid spacing of one tenth of those uncertainties is chosen.

Grid points extend out to a four σ level. This results in an oval of grid points around the

actual event pointing. Each grid point has a probability associated with it. The probability,

P (G,P ), is the chance that an event at the grid point G could mistakenly be reconstructed

to point back to the direction ANITA found, P.

P (G,P ) =
1

2π ∗ σφ ∗ σθ
exp

(
−(θG − θP )2

σ2θ
− (φG − φP )2

σ2φ

)
(5.8)

Where θG and φG are the θ and φ at the grid point G. θP and φP are the θ and φ at

the event reconstruction P. σθ and σφ are the uncertainty in θ and φ.

Each grid point is then ray traced back to the Antarctic continent to find where a signal

coming from that direction would have left the ice. This results in a latitude and longitude
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for the grid point. Which Healpix bin the grid point falls in is obtained using built in

Healpix functions. Each grid point is multiplied by a factor to take into account the area

on the earth that that grid point is representing. This is found my converting the position

for each grid point into easting and northing, then finding the distance from any individual

grid point to the grid points around it. For example, if the grid index for φ is i and the

index for θ is j, then the factor the grid point Gij would be multiplied by would be:

Aij =

√
(noij − noi−1j)2 + (eaij − eai−1j)2 +

√
(noij − noi+1j)2 + (eaij − eai+1j)2

2

×√
(noij − noij−1)2 + (eaij − eaij−1)2 +

√
(noij − noij+1)2 + (eaij − eaij+1)2

2

(5.9)

Where noij is the northing of grid point Gij , and eaij is the easting of grid point Gij .

If a given grid point does not have a neighboring grid point in one of the directions around

it, the above equation is modified to take that into account and base that dimension of Aij

off of only one neighboring grid point instead of both its neighbors. Once each grid point

for a given event has been multiplied by the area it represents, all of the probabilities are

normalized so their total is equal to one. The final probability for any given point grid point

Gij is then:

Area Normalized Pij =
Pij ∗Aij∑

i

∑
j Pij ∗Aij

(5.10)

Where Pij is calculated from equation 5.8 and Aij is calculated from equation 5.9.

The Probabilities from a given event’s grid points, that fall within the same Healpix bin,

are then summed together and stored in an indexed map. This is done for all events that

have passed all cuts before the Linear Discriminate cut. Once all of the events’ spillover

contributions have been added into the indexed map a final normalization is done. This

normalization requires the total probability contribution from any bin to its neighbors and

itself to add up to one. After this final normalization, to find the background uncertainty

contribution of Bin X to Bin Y, you would multiply Bin X’s background estimate by Bin
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Healpix bin 2967 Healpix bin 2968 Healpix bin 2969

Receiving Bin Cont Receiving Bin Cont Receiving Bin Cont

2967 0.9904 2968 0.9868 2969 0.9285

2966 0.0037 2995 0.009 2995 0.0583

2994 0.0037 2994 0.0039 2970 0.0075

2936 0.0013 2969 0.0002 2996 0.004

2937 0.0009 2968 0.0013

2939 0.0005

Table 5.5: This table displays an example of the spillover contributions for Healpix bins
2967, 2968 and 2969. The column labeled Cont is the percent contribution to the Receiving
Bin, of the giving bin’s background.

X’s probability contribution to Bin Y. Table 5.5 shows an example of three Healpix Bin’s

contributions to themselves and their neighbors.

A positive error bar on a Healpix bin’s background estimate is acquired by summing

all of the neighboring Healpix bin’s background contributions to a given Healpix bin. This

value is referred to as the inflow. A negative error bar on a Healpix bin’s background

estimate is acquired by subtracting a Healpix bin’s background contribution to itself from

its background estimate. Thus for Healpix bin i, its inflow and outflow are described by

equations 5.11 and 5.12

Inflowi =
∑
j

Backgroundj ∗ Contributionj to i (5.11)

Outflowi = Backgroundi(1− Contributioni to i) (5.12)

Fit Choice Uncertainty

For this analysis, the fit model chosen was an exponential decay. It was not however the

only option. In order to attempt to take into account any additional systematic uncertainty

introduced by the choice of an exponential our LD data is fit by both an exponential decay

and a power law fit. A power law can fit our data nearly, or possibly just as well as an

exponential but results in a systematically higher background estimate. Figure 5.11 displays
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both a power law fit and an exponential decay fit to the same Healpix bin’s data.

Figure 5.11: Figure displays both an exponential fit and a power law fit on the same axis,
fit to the same set of data. The data is in black. The exponential fit is in red. The power
law fit is in blue. Both the power law fit, and the exponential fit fit the data well, while
also diverging significantly at high values of the linear combination variable.

A background estimate for a given y-intercept of the linear discriminate cut is calculated

from the exponential fit as shown in equation 5.6, by integrating the exponential fit from

the y-intercept of the linear discriminate cut, CutVal, to infinity. The same thing is done

for the power law. The equation for a power law is shown in equation 5.13. The equation

for the background estimate from a power law fit is shown in equation 5.14.

Pow(x) = a ∗ xb (5.13)
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Power Law Background Estimate =
−a
b+ 1

CutV alb+1 (5.14)

Note that equation 5.14 is only valid when b < 0, which should always be the case for

our data. Once a background estimate is obtained from both fits, the difference between

those two fits is taken as a one sided error bar on our background estimate. This is nearly

always a positive error bar.

Systematic Uncertainty Values

These three sources of uncertainty are incorporated into our overall background estimate

by generating a background distribution including randomized contributions from each of

the systematic errors. Thus our random background estimate can be represented as follows.

Backgroundr = backgroundest + paramr + inflowr − outflowr + choicer (5.15)

Where backgroundest is the background estimate obtained from integrating the exponen-

tial fit above the CutVal. paramr is the randomized error from the fit parameter uncertainty.

inflowr and outflowr are the randomized error from the inflow and outflow, respectively.

choicer is the randomized error from the choice of fit model uncertainty. paramr is ob-

tained by subtracting the random background calculated with randomized fit exponential

fit parameters from the backgroundest.

Paramr = backgroundest − background(ar, br) (5.16)

inflowr and outflowr are both obtained by using the build in ROOT function TRAN-

DOM::Gaus(Mean,Sigma). Both inflowr and outflowr must be only positive however,

because they are representing one sided error bars. This is handled by taking the absolute
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value of the number returned by ROOT’s Gaus function.

inflowr = Abs(Gaus(0, inflow))

outflowr = Abs(Gaus(0, outflow))

(5.17)

Where inflow and outflow are obtained as described in subsection 5.2.9. It is possi-

ble (though for all relevant Healpix bins very improbable) for outflowr to be larger than

backgroundest. If this happens then outflowr is set to be equal to backgroundest.

choicer is obtained by pulling a random value from a log normal distribution. The mean

of the log normal distribution is set to be the average of the background estimates obtained

from the exponential fit and the power law fit. The variance of the log normal distribution

is set to be one half the difference between the background estimates from the exponential

fit and the power law fit. The power law distribution is described by equation 5.18 [49].

logNormal(x, µ, σ) =
1

x ∗ σ ∗
√

2π
∗ exp

{
−(lnx− µ)2

2 ∗ σ2

}
(5.18)

Where

σ = ln
mean2√

variance+mean2

µ =

√
ln
variance

mean2
+ 1

(5.19)

A log normal is used here to attempt to more accurately model the positive definite

nature of this source of error. This distribution naturally goes to zero at zero and has an

extended tail which is typical of one sided sources of error. Using equation 5.18 in combi-

nation with the dartboard method (also known as Monte Carlo Integration) of obtaining a

random number from a distribution, choicer is obtained.

Following this procedure thousands of random backgrounds are created in order to form

a distribution for each Healpix bin. An example of such a background distribution is shown

in figure 5.12. These distributions are used during our optimization of the linear discriminate

cut. The mean of this distribution is taken as our expected background estimate, including

systematics. The distribution is transformed into a CDF and the point where 15.8% of the
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Figure 5.12: Figure shows a typical background distribution generated from including sys-
tematic uncertainties. Plot shown is for Healpix bin 3004.

background distribution is below that point is taken as the lower one standard deviation

bound. Similarly, the upper bound is the point when 84% of the background distribution

is below the data point. These values are reported for all Healpix bins used in our analysis

in Tables 5.6 (for V-pol) and 5.7 (for H-pol)

5.2.10 Optimization

We optimize several aspects of our analysis in order to set the best limit on neutrino models

possible. Before we can talk about our optimizations however, our figure of merit must be

addressed. Our figure of merit is a scale factor ‘C’.
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Table 5.6: Table shows (for V-pol) the final optimized y-intercept cut, unnormalized number
of passing sim events, background estimate from just the exponential fit, the background
estimate obtained from the distribution created from the inclusion of systematic uncertain-
ties, as well as the uncertainty on that estimate for all passing Healpix bins in the V-pol
analysis channel.

The Scale Factor C

C is multiplied by our simulated neutrino data set to scale the number of neutrinos being

predicted by the model we are testing against. We want to be able to reject the model with

the smallest amount of neutrino production possible, so that we can set the strongest limit

possible. Thus in general we are optimizing by minimizing C. In order to save computer

time however, when optimizing our linear discriminate cut’s y-intercept value we optimize

over an analogous quantity. Our neutrino model is Kotera Max. For a single Healpix bin

with a background estimate of b then the likelihood of observing s neutrinos on top of our
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Table 5.7: Table shows (for H-pol) the final optimized y-intercept cut, unnormalized number
of passing sim events, background estimate from just the exponential fit, the background
estimate obtained from the distribution created from the inclusion of systematic uncertain-
ties, as well as the uncertainty on that estimate for all passing Healpix bins in the H-pol
analysis channel.

background is given by equation 5.20

L(s) =
exp(−(b+ s)) ∗ (b+ s)b

Γ(b+ 1, b)
(5.20)

Equation 5.20 is really just the Poisson equation for a predicted count of b and an

observation of b+ s with a few simple modifications. The Poisson equation’s normalization

of b! becomes Γ(b + 1) to account for the fact that our events are weighted and thus not

always integers. Γ(b + 1), the complete gamma function, then becomes Γ(b + 1, b), the

upper incomplete gamma function, to account for the addition of b to s, which alters the

integration limits when finding the normalization. What we want to know for a given

Healpix bin though is not the probability of observing s neutrinos, but of observing more

than s ∗ C neutrinos, P (> s ∗ C).

P (> s ∗ C) =

∫ ∞
s∗C

P (s′)ds′ (5.21)

We want to find C such that the chance of observing more than s*C neutrinos in any
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Healpix bin is less than 10%.

0.1 =
∏
i

P (> si ∗ C) (5.22)

Where si is the unnormalized amount of signal passing bini’s cuts given our Kotera Max

neutrino model.

Past Optimizations

During Sam Stafford’s analysis of the same 10% ANITA-III data set that is used as a training

sample in this analysis three parameters were optimized for simultaneously by minimizing

C. The first two parameters optimized for were the circular polarization strength threshold

and circular polarization separation threshold used by the C-pol cut’s Sam introduced to

the Binned Analysis. The third parameter was the linear discriminate cut’s slope. This

analysis is using the values Sam’s analysis optimized those parameters to.

Optimizing the Linear Discriminate Cut

The optimization of the linear discriminate cut’s y-intercept (aka cutVal) does not use C.

This is because the calculation of C requires all of the Healpix bins and this optimization is

done for each bin individually. A similar method is used however. If Sup is the amount of

signal that we can reject with 90% confidence for a single Healpix bin, and s is the amount

of signal predicted by a model, then imagine what it means is s = Sup. It would mean

that we could just barely reject the model. If however, s > Sup, it means we could not

only reject the model that gave us s, but that we could scale s down some by some scale

factor C and we would still be able to reject the model. Thus what we want is to maximize

how much larger than Sup s is, so that we can have as small of a value for C as possible.

This means that what we will actually be doing to optimize our linear discriminate cut, per

Healpix bin, is maximizing s/Sup.

Both the background estimate b and the amount of passing simulated neutrinos s depend

on the cutVal. Many different possible values for cutVal are tested. For each one of these
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values s and b are calculated. s is just found by counting the number of simulated events

that pass the linear discriminate cut (and all previous cuts) for the value of cutVal being

tested. In order to take into account the systematic uncertainties in the estimation of

b, many different random backgrounds are calculated using equation 5.15. Each of these

random backgrounds creates a different likelihood function.

Li(s, bi) =
exp(−(bi + s)) ∗ (bi + s)bi

Γ(bi + 1, bi)
(5.23)

Where bi is the ith random background. A smeared likelihood function is created by

summing over the different likelihood functions.

Lsmear(s) =
1

N

N∑
i=0

Li(s, bi) (5.24)

This smeared likelihood function accounts for the effects of the systematic uncertainties

in the background estimate. Figure 5.13 shows an example likelihood L(s) in red, calculated

with the background estimate with no systematic uncertainties, and an example smeared

likelihood Lsmear(s) in blue, calculated using thousands of random backgrounds.

Similar to how C was calculated, Sup is now calculated such that only 10% of the

likelihood function (now the smeared likelihood function) lies above Sup

0.1 =

∫ ∞
Sup

Lsmear(s
′)ds′ (5.25)

Figure 5.14 shows a typical data for s and Sup plotted against cutVal. Figure 5.15

shows a typical plot of s/Sup plotted against cutVal. As mentioned earlier, the optimal

value for cutVal is when s/Sup is its maximum. Plots of s/Sup vs cutVal generally have

a strong peak, as shown in Figure 5.15. Both Sam Stafford’s ANITA-III analysis and

Brian Dailey’s ANITA-II analysis optimized for the best possible cutVal per bin as well,

however their analysis did not include systematic uncertainties. In general the addition

of systematic uncertainties causes the optimization to find higher linear discriminate cut

y-intercept values. This in turn reduces both the background estimates and the chances of

background events passing our analysis cuts.
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Figure 5.13: Plot shows the effect of smearing one of our likelihood functions with the
inclusion of systematic uncertainty. The unsmeared likelihood is in red, while the smeared
likelihood function is in blue. The red vertical line is the value of Sup found with the
smeared likelihood function.

Optimizing the Linear Discriminate Cut over all Healpix Bins

Though we have already optimized each individual Healpix bin’s y-intercept value for its

linear discriminate cut (or cutVal), none of those optimizations take into consideration

the bigger picture. We want to optimize for the best overall limit possible, not the best

possible individual limits in each Healpix bin. In order to correct for this, we allow all of the

passing Healpix bins’ cutVals to shift up and down together. The overall shift that returns

the lowest value for C is used, and all Healpix bins’ background estimates and number

of passing simulated events are reevaluated to reflect this change. This overall cutVal

optimization happens before Healpix bins are cut for either having too much background
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Figure 5.14: Plot displays both s (in blue) and sup (in red) plotted on the same axis. Healpix
bin 3004 for the V-pol channel is plotted here.

or low sensitivity.

In most cases this increases the cutVal for each bin by less than 0.3, sometimes not

changing the final value at all. Increases in the cutVal reduces our background estimates

and strengthens the linear discriminate cut.

Optimizing for Healpix Orientation

Our initial Healpix bin placement was simply chosen because it was the default. It is possible

however that a more ideal orientation exists. If for example a large source of anthropogenic

noise was near the boundaries between Healpix bins it could lead to a large number of

weighted background events spread between two Healpix bins instead of centered inside of

one bin. This would worsen our ability to find neutrinos in both Healpix bins and could

cause worse exponential fits for both bins. It would also increase the systematic uncertainty

in both bins. Thus it is believed some Healpix orientations could be more ideal than others.

In order to account for these effects the analysis is performed for 100 different varying

orientations with different shifts in longitude and latitude. The approximate size of a single

Healpix bin is 5.6 degrees wide in longitude, and 5.6 degrees wide in latitude. We sampled a

grid of shifts to both longitude and latitude. Ten different shifts were tested for each, with
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Figure 5.15: Plot displays s/sup. The peak of this plot is this Healpix bin’s optimized
y-intercept cut value. Healpix bin 3004 for the V-pol channel is plotted here.

step sizes of 0.56 degrees. C was calculated (with the inclusion of systematic uncertainties)

for each of the possible 100 orientations and the orientation that yielded the lowest value

was selected. Table 5.8 and 5.9 show a color coded table of the values for C retrieved from

the different orientations for V-pol and H-pol channels respectively.

Table 5.8: Table shows the values of C returned by varying offsets in longitude and latitude
for the Healpix orientation in the V-pol channel. More green and lower values are better.
More red and higher values are worse.

105



Table 5.9: Table shows the values of C returned by varying offsets in longitude and latitude
for the Healpix orientation in the H-pol channel. More green and lower values are better.
More red and higher values are worse.
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Chapter 6

Discussion and Conclusions

Analysis of the 10% data set is now complete. Cuts are set. The linear discriminate cut

has been optimized for all Healpix bins for both the H-pol and V-pol channels. Background

estimates for the 90% sample have been estimated. One events have been found passing our

10% sample. The analysis of our low sensitivity Healpix bin sideband, and the 90% sample

H-pol channel is underway. A complete unblinding and examination of the 90% sample

V-pol channel is forthcoming. This section outlines the results from our 10% data set, our

sidebands and our H-pol channel, as well as discussing what comes next.

6.1 Results with the 10% data set

Tables 5.6 and 5.7 show our final background estimates, optimized linear discriminate cut

y-intercepts, and the amount of simulated neutrinos passing our final cuts. With our final

cuts tuned, we see one V-pol event passing, and 0 H-pol event passing.

6.1.1 Events Passing in our 10% data set

The event passing in our 10% data set shows characteristics of a payload blast event.

The events and some key information about each of them can be found in table 6.1. For

comparison, Sam Stafford’s analysis saw three V-pol and five H-pol events passing in his

10% sample [47]. The addition of the satellite stripe cut removed many of those events. The

addition of systematic uncertainties also increased optimized cutVals which created more

stringent cuts. More work on the payload blast quality cut should be done in the future.
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Table 6.1: Table shows events passing in both H and V-pol analysis channels.

6.2 Analysis Efficiency

Based on our 10% data set we can estimate the efficiency of our analysis compared to Brian

Dailey’s ANITA-II binned analysis and Abby Vieregg’s ANITA-II Clustering analysis. This

analysis is currently the only ANITA-III neutrino search with its analysis cuts set. Figure

6.1 shows the efficiency curves for both ANITA-II analyses. Figure 6.2 shows the efficiency

curves for passing H-pol Healpix bins. This analysis appears to on average achieves earlier

efficiency turn on and a sharper efficiency rise than the ANITA-II analyses.

Figure 6.1: In black is the SNR vs efficiency curve for the ANITA-II clustering analysis.
Other lines are the SNR vs efficiency curves for individual Healpix bins in the ANITA-II
binned analysis. Figure credit to Oindree Banerjee
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Figure 6.2: Figure shows efficiency vs SNR curves for passing H-pol Healpix bins. Efficiency
calculation does not include loss from quality cuts, which should be negligible at high SNR.
Data at SNRs > 20 as shown as a rolling average (of 2) to help counteract the lack of data
at high SNRs.

6.3 Results from our 90% sideband data set

As mentioned in section 5.2.7, The least sensitive 1% of Healpix bins are set aside to be

used as a sideband. We do not expect to see a neutrino in them, because they have such

low sensitivity, but they should have typical background events. The sideband bins used

are Healpix bins 3009 and 3047 in H-pol, and Healpix bins 3001, 3008, 3009 and 3011 in

V-pol. In H-pol, 11 events are observed to pass our LD cut, all in Bin 3009. In V-pol 2

events are observed to pass our LD cut, one in 3001, and one in 3011. Table 6.2 shows all
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13 events.

Table 6.2: Table shows Events passing the LD cut in 90% dataset sideband Healpix bins.
All H-pol events cluster with one another. Both V-pol events appear to be payload blasts.

All 11 of the H-pol events are found to cluster within 40 km of at least 9 of the other

H-pol events. A German research base is known to be in that area of the ice. A clustering

cut would remove all 11 H-pol events.

Both of the V-pol events appear to be payload blast like, further evedance that our

analysis’s payload blast cut needs refinment.

6.4 Results from out 90% H-pol data set

In the full 90% H-pol data set, 6 events are observed to pass. Two of them are observed by

other analysis and are believed to be Cosmic Ray events. Three of them are believed to be

payload blasts. One does not fall into either of those catagories, but also does not appear

to be strongly impulsive. Table 6.3 shows all 6 passing H-pol events. Other ANITA-III

analysis have found upwards of 20 CR candidates, our analysis however unfortuently has

rather poor sensitivity to H-pol events because so few H-pol Healpix bins pass. Using a
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larger training data set or loosening requirements on the amount of data needed to attempt

a fit could help this in the future.

Table 6.3: Table shows events passing the LD cut in the 90% data set H-pol channel. Two
events were observed by other analyses and are cosmic ray candidates. Three are believed
to be payload blasts. Once event, 36975694, required further investigation.

6.5 Discussion

Payload blasts are observed passing in all three of our examined data sets. This implies a

better cut is needed for them in the future. Though we see no events clustering in our 90% H-

pol data set, we see 11 clustering in a single Healpix bin from our H-pol sideband Healpix bin

3009. The German base located there appears to be the second brightest spot in Antarctica

for our analysis just before the LD cut. The first being McMurdo Station. This might implie

areas with large production of anthropogenic noise may be insufficiently modeled by a 10%

data set using our methods. Clustering Removes these events, and appears to be nessessary

for our analysis to deal with Healpix bins with very large anthropogenic contributions .

In most cases for Healpix bins examined in both the 10% and 90% data sets, our fits

match the observed distributions well. Even in the case of H-pol Healpix bin 3009, a

low statistics tail is what emerges to lead to the 11 passing events, while the bulk of the

distribution is well modeled by our exponential fit. I think this shows our method of fitting

the 10% data set to estimate the 90% data set works well in most cases. Figure 6.3 shows the

LD distributions for H-pol Healpix bin 3009 from the 10% and 90% data sets side by side,

while Figure 6.4 shows the LD distributions for H-pol Healpix bin 3031 from the 10% and
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90% data sets side by side. Healpix bin 3009 is the worst case of our background estimate

not working, while Healpix bin 3031 shows a result with a good match. Most other healpix

bins’ 10% and 90% distributions match more similarly to Healpix bin 3031 than 3009 in

this regard.

Figure 6.3: The 10% data set and 90% data set LD distributions side by side. The 10% is
on the left, while the 90% is on the right. The red diagonal line is the exponential fit to
the 10% data. In the 90% data is has been scaled up by a factor of 9. The red vertical line
is the LD cut value for this Healpix bin. The 90% data shows a long tail for this bin not
observed in the 10% data set.

The excess of passing events that both Brian Dailey and Sam Stafford’s analyses ob-

served appears to be mostly resolved. We do have a handful of payload blast like events

passing, but overall the addition of systematic uncertainty to our optimization and the sa-

tallite stripe cut has served its purpose, and greatly reduced the number of events observed

to be passing.

6.6 Future Analysis Improvements

In a future iteration of the binned analysis many additional things can be done to further

improve on our results.
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Figure 6.4: The 10% data set and 90% data set LD distributions side by side. The 10% is
on the left, while the 90% is on the right. The red diagonal line is the exponential fit to the
10% data. In the 90% data is has been scaled up by a factor of 9. The red vertical line is
the LD cut value for this Healpix bin. The 10% and 90% data sets match remarkably well
for this Healpix bin.

6.6.1 Improved Payload blast cut

There is evidence that out payload blast cut needs to be improved. All examined data sets

show payload blast like events passing.

6.6.2 Definition of SNR

The method we are using to calculate SNR has been shown to be less efficient sense our

analysis began. We are using the early part of the waveform to estimate the noise, however

in ANITA-III the early part of the waveform is very short. An alternate method has been

developed by collaborators, which calculates the SNR from nearby noise events. Switching

the entire analysis over to using an alternate definition of SNR could have wide reaching

effects, because our primary cut, the linear discriminate cut, is a linear combination of SNR

and correlation peak.
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6.6.3 Size of the Training Data Set

We use 10% of the total data to train our analysis cuts. However it is possible that using

more of the data would be more optimal. Having more data to fit will result in more

accurate and robust background estimates. What percent of the data should be used for

training has not been looked into in detail, and should be investigated.

6.6.4 Rigidity

One concern we have with our method of obtaining our background estimate is the effects

a single outlying event can have. It appears that roughly 50% of Healpix bins rejected for

having a p-value of less than 0.05 have a single, high linear combination, value. This may

mean we are rejecting Healpix bins with candidates in them. One way to deal with this is

to always exclude the largest event, and add an additional systematic uncertainty to our

background estimate based on how much excluding that event changed the fit. This should

prevent any Healpix bins from being rejected by outliers and give us some insight into how

much an outlier is effecting our background estimate.

6.6.5 Optimizing for Sensitivity

We currently optimize our analysis to set the best limit on neutrino models assuming we

see a number of events passing consistent with our background. In the future, we may want

to instead optimize to maximize our chance of detecting a neutrino.

6.6.6 Gerrymandering our Healpix bins

Though right now we are using equal area Healpix bins, that is not an important feature of

our analysis. Each bin already has a different sensitivity to neutrinos due to variations in

ice thickness and how long ANITA observed that ice. In the future we may want to create

more finely spaced Healpix bins, then combine bins with neighbors until we are able to get a

usable background estimate from the new, oddly shaped area. This could potentially allow

us to keep more of ice we are currently rejecting with our Healpix bin cut.
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Appendix A

Fitting with Root’s Weighted
log likelihood Option

Root has built in fitting methods that utilize minuit’s function fitting routines. This is a

wonderful tool when you don’t need to care about the details. Root can be rather cryptic

if you need to know exactly what it is doing with your data. Here I outline exactly what

root does when you tell it to fit with the ‘LW’ option.

A.1 What ’LW’ means to Root and when to use it

Root’s fitting option’s second input are various fitting flags. ‘L’ in these flags means that

instead of doing a standard chi squared fit to the supplied histograms’s data it will do a

negative nog niklihood fit. The ‘W’ means that the binned histogram data is weighted.

The criterion for passing the ‘W’ flag is obvious. If your data is weighted, pass the ‘W’

fit option. One would want to use a negative log liklihood minimization instead of a chi

squared when individual bin’s in your histogram have low statistics. Negative log liklihood

minimizations use Poisson distributions which fit low statistics situations better than the

normal distributions that chi squared minimizations rely on.

A.2 What Root does when you pass Fit the ’LW’ options

FitUtil::EvaluatePoissonLogL is the fuction that gets called when you use the Fit fucntion

on a histogram in Root. Within EvaluatePoissonLogL are several if statements that alter

the equation that is being minimized. If sumW2 is on, it alters the fuction being minimized.
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It is off by default. If off the equation being minimized per bin is:

logLi = yi ln
yi

f(xi)
− yi + f(xi) (A.1)

where yi is the total number of event in the ith bin, xi is the center of the ith bin, and

f(x) is the fuction being fit evaluated at postion x. If sumW2 is on, the equation being

minimized becomes:

logLi = yi(yi ln
yi

f(xi)
− yi + f(xi)) (A.2)

The other two if statements alter how f(x) are calculated. UseBinVolume adds a nor-

malization to f(x), multipling it by the bin volume. For example, if you have a 2d histogram

with bin widths of 0.5 in one dimension, and 0.75 in the other dimension, then:

f ′(x) = 0.5 ∗ 0.75 ∗ f(x) (A.3)

and f(x) is replaced by f’(x) in the equations for logLi. For ‘LW’ fits UseBinVolume

is by default on. UseBinIntegral changes f(x) from the fuction that you are fitting, to the

integral of that fuction evaluated with a lower bound equal to the low edge of the bin, and

the upper bound equal to the upper edge of the bin. For ‘LW’ fits UseBinIntegral is by

default off, but can be turned on by passing the flag ‘I’ along with ‘L’ and ‘W’ to the Root

fitting function.

Even when doing a negative log liklihood fit, the fit function will return a chi squared

value. If you are trying to evaluate the goodness of your fit then this is not the value you

want to use. You need to call the value ‘edm’ from TVirtualFitter::GetStats. This is equal

to:

edm = LogL =
∑
i

logLi (A.4)

One strange thing that I have noted with my usage of these methods is that the goodness

of fit value, ‘edm’, seems to return the same value no matter what you have SumW2 set to.
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Whether it is on or off, it returns the value of LogL as if it were off. It seems to still do the

minimization with the correct SumW2 setting, however. I believe the reason it returns the

same value no matter how you have SumW2 set is so the user has something consistent to

compare to other goodness of fit measurements no matter the SumW2 setting.
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Appendix B

Fitting a 2d Gaussian to a
standard error ellipse

The standard equation for a Gaussian distribution in one dimension is:

G(x) = N ∗ e−
(x−xo)2

2σ2 (B.1)

Where N is the Gaussian functions normalization. x0 is the mean value of x, and σ2 is

the variance of x. This can then be generalized into two dimensions for the case when the

two parameters are correlated with one another as:

G(x, y) = N ∗ e
− 1

2(1−ρ2)
(
(θi−θ̂i)

2

σ2
i

−2ρ
(θi−θ̂i)(θj−θ̂j)

σiσj
+

(θj−θ̂j)
2

σ2
j

)
(B.2)

Where ρ represents the correlation between the parameters θi and θj , θ̂i and θ̂j are the

mean values of θi and θj and σ2i and σ2j are the variances of the parameters. Everything

we need to know for Equation B.2 can be calculated given an error ellipse for the two

parameters θi and θj .

σinner in Figure B.1 is the distance to the error ellipse from the center of the ellipse

for a vertical line drawn through the center of the ellipse. It can be used to calculate the

correlation, ρ, between θi and θj [50].

ρ =

√
1− (

σinner
σi

)2 (B.3)
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Figure B.1: Figure shows the error ellipse for two correlated parameters [50].

ρ is also be defined as:

ρ =
Cov[θi, θj ]

σiσj
(B.4)

Note that if θi and θj are correlated, ρ will be positive. If they are anticorrelated then

ρ will be negative. ρ varies between -1 and 1 with a value of 0 meaning the two parameters

are not correlated and the error ellipse is a circle. Larger values of ρ will result in a more

stretched out error ellipse.
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Appendix C

Step by step instructions on
programming the TUFF Master

Before the TUFF Master can be used to communicate with the TUFFs it must be pro-

grammed. This appendix outlines step by step instructions on how to program it.

C.1 Step 1: Preparing the TUFF Master to be programmed

First we need to get the TUFF Master into a state in which it can be programmed. Connect

the TUFF Master to a windows computer via a micro USB to USB cable. Switch the

switch next to the micro USB port into ‘DEBUG’ mode. (If the TUFF Master is not being

programmed it should be in ‘DEVICE’ mode.) Bridge the 3.3 V and PB5 pins using a

jumper.

C.2 Step 2: Preparing your computer

Open the software Energia. It can be downloaded for free from http://energia.nu/

download. Once inside Energia, open ‘tuff master.ino’. The latest version of the TUFF Mas-

ter firmware can be downloaded from https://github.com/barawn/tuff-master along

with a readme that explains the TUFF Master’s basic commands.
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C.3 Step 3: Setting up Energia

From the drop down ‘Tools’ menu select ‘Board’ and choose ‘Launchpad (Tiva C)

w/tm4c123 (80 MHz)’. If you do not see that option available then select ‘Board

Manager...’ and install the ‘Energia Tiva C Boards’.

Energia must also be told which Com port to find the TUFF Master at. Select the drop

down ‘Tools’ menu again and select ‘Port’ and choose the COM port the TUFF Master is

connected to your computer through. If the TUFF Master is the only device connected to

your computer then it should be the only option there.

C.4 Step 4: Open Energia’s Serial Monitor

Open the serial monitor by selecting ‘Serial Monitor’ from the drop down ‘Tools’ menu. The

serial monitor prints to the screen communications to the TUFF Master and the TUFF

Master’s responses. At the bottom of the screen monitor window set the baud rate to

115200 and select ‘Both NL & CR’ for the line endings.

C.5 Step 5: Programming or uploading the TUFF Master

Click the upload button, which looks like an arrow to the right. This should program the

TUFF Master. If this is the first time the TUFF Master is being programmed, in the serial

monitor you should see:

{“log”: “updating BOOTCFG”}

{“log”: “BOOTCFG updated”}

{“log”: “boot irfcm unassigned v#.#”}

If the TUFF Master has already been assigned an iRFCM, then you will see that number

replacing the unassigned in the last log output.
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C.6 Step 6: Assigning the iRFCM Addresss

If the TUFF Master does not have an iRFCM address already, or it needs to be changed

then that can be done now in the serial monitor. The serial monitor can be used to send

commands to the TUFF Master. Send the following command to assign the TUFF Master

to iRFCM N:

{“set”:{“addr”:N, “save”:1}}

Where N should be replaced with the iRFCM number (generally between 0 and 3). The

serial monitor should print the return statement:

{“ack”:N}

Other commands can also be sent this way.
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Appendix D

Plots for Passing Healpix Bins in
H and V-pol Channels

The plots here are all passing Healpix bins in both the H-pol and V-pol analysis channels.

For each Healpix bin, he differential distribution plots (including the exponential fits), the

plots of s and sup, the plots of s/sup, and the plots of the linear discriminate cut are all

shown. Plots are ordered from most sensitive Healpix bin to least sensitive.
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Figure D.1: Optimization plots for Healpix bin 3014 in V-pol. Top Left: Histogram of linear
combiniation data fit by an exponential (in red). Red vertical line is optimized y-intercept
of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino signal (in
blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation peak
vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.2: Optimization plots for Healpix bin 3037 in V-pol. Top Left: Histogram of linear
combiniation data fit by an exponential (in red). Red vertical line is optimized y-intercept
of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino signal (in
blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation peak
vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.3: Optimization plots for Healpix bin 3013 in V-pol. Top Left: Histogram of linear
combiniation data fit by an exponential (in red). Red vertical line is optimized y-intercept
of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino signal (in
blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation peak
vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.4: Optimization plots for Healpix bin 3015 in V-pol. Top Left: Histogram of linear
combiniation data fit by an exponential (in red). Red vertical line is optimized y-intercept
of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino signal (in
blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation peak
vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.5: Optimization plots for Healpix bin 3012 in V-pol. Top Left: Histogram of linear
combiniation data fit by an exponential (in red). Red vertical line is optimized y-intercept
of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino signal (in
blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation peak
vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.6: Optimization plots for Healpix bin 2969 in V-pol. Top Left: Histogram of linear
combiniation data fit by an exponential (in red). Red vertical line is optimized y-intercept
of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino signal (in
blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation peak
vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.7: Optimization plots for Healpix bin 3016 in V-pol. Top Left: Histogram of linear
combiniation data fit by an exponential (in red). Red vertical line is optimized y-intercept
of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino signal (in
blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation peak
vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.8: Optimization plots for Healpix bin 2998 in V-pol. Top Left: Histogram of linear
combiniation data fit by an exponential (in red). Red vertical line is optimized y-intercept
of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino signal (in
blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation peak
vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.9: Optimization plots for Healpix bin 2967 in V-pol. Top Left: Histogram of linear
combiniation data fit by an exponential (in red). Red vertical line is optimized y-intercept
of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino signal (in
blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation peak
vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.10: Optimization plots for Healpix bin 3028 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.11: Optimization plots for Healpix bin 2970 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.12: Optimization plots for Healpix bin 3032 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.13: Optimization plots for Healpix bin 2936 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.14: Optimization plots for Healpix bin 3029 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.15: Optimization plots for Healpix bin 3025 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.16: Optimization plots for Healpix bin 3003 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.17: Optimization plots for Healpix bin 3024 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.18: Optimization plots for Healpix bin 3026 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.19: Optimization plots for Healpix bin 3004 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.20: Optimization plots for Healpix bin 3046 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.21: Optimization plots for Healpix bin 2972 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.22: Optimization plots for Healpix bin 3007 in V-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.23: Optimization plots for Healpix bin 3013 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.

150



Figure D.24: Optimization plots for Healpix bin 3014 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.25: Optimization plots for Healpix bin 3015 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.26: Optimization plots for Healpix bin 2936 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.

153



Figure D.27: Optimization plots for Healpix bin 2991 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.28: Optimization plots for Healpix bin 2990 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.29: Optimization plots for Healpix bin 2988 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.30: Optimization plots for Healpix bin 3004 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.31: Optimization plots for Healpix bin 3031 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.32: Optimization plots for Healpix bin 3030 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.33: Optimization plots for Healpix bin 2901 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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Figure D.34: Optimization plots for Healpix bin 3010 in H-pol. Top Left: Histogram of
linear combiniation data fit by an exponential (in red). Red vertical line is optimized y-
intercept of the LD cut. Bottom Left: Plot of passing (unnormalized) simulated neutrino
signal (in blue) and Sup in red. Top Right: Plot of s/sup. Bottom Right: Plot of correlation
peak vs SNR. Linear discriminate cut plotted on top in Red. Black data points are simulated
neutrinos, while the colored data points are noise.
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